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Abstract—Dynamic optimization techniques for nonlinear systems can provide the process industry with sustainable and efficient operating regimes. These regimes can lie close to the process limits. It is therefore critical that these operating conditions are robust with respect to process noise, i.e., an unmodeled time-varying random disturbance. Besides the uncertainty in the constraints, also uncertainty in the objective function should be considered. However, including robustness in an optimization problem typically leads to semi-infinite optimization problems which are challenging to solve in practice. In this paper several computationally tractable methods are exploited to approximately solve the robust optimal control problem. The presented approaches allow the use of fast deterministic gradient based optimization techniques. The first method is based on a linearization approach while the second method exploits the unscented transformation to construct an estimate of the uncertainty propagation. Both methods yield an approximation of the variance-covariance matrix of the critical constraints and of the objective function. These variance-covariance matrices are employed in the optimization routine. The illustrative case study is a jacketed tubular reactor.

I. INTRODUCTION

Sustainability concerns, market saturation and global competition are a continuous driver for the process industry to increase its performance. Mathematical models and optimization techniques are useful tools to achieve this goal. The optimization of processes described by ordinary differential equations leads to so-called dynamic optimization or optimal control problems. The solution of these optimal control problems usually pushes the system to its operating limits.

An inherent problem of mathematical models in the process industry is the presence of uncertainty. The considered uncertainty is assumed to be external disturbances which are subsequently also present in the optimization of these processes [19]. The field of robust optimization aims to take this uncertainty into account such that critical constraints are met. Generally, uncertainty is modeled as follows. If information regarding the probability distribution is available, it can lead to the formulation of expected values for the objective function and chance constraints [13], [15], [18], [25]. A different setting arises when the uncertainty is known to be fully contained within a given set, e.g., a box or ellipsoid. This usually leads to the formulation where all constraints have to be satisfied in the worst case scenario and what is the worst possible performance [4], [9], [15]. This last setting gives typically rise to hard-to-solve min max optimization problems. The price to pay for this increased robustness is typically a decreased performance [3], [14]. However, the amount of robustness can often be adjusted based on trade-off or backoff parameters [7], [14].

In the current paper, it is assumed that the uncertainty is present in the model right hand side, i.e., so-called process noise. The nature of the uncertainty is assumed to be stochastic. This process noise in the model description is induced by fluctuating process conditions.

Traditionally, the first type of techniques is based on Taylor series approximations of the model functions with respect to the uncertainty. Typically a first-order approximation is used. This is justified if the uncertainty is small compared to the model curvature such that higher order terms can be neglected [15]. It yields a linear approximation of the variance-covariance matrix [22] of the states which can be easily taken into account in the subsequent dynamic optimization procedure as single chance constraints. Alternatively, the resulting expected value can be obtained via a computationally expensive integration over the parameter distribution [1], [13], [25]. In contrast to these integration based schemes, several efficient sampling schemes for uncertainty quantification have been reported, e.g., using Hammersley sequences [5], using polynomial chaos expansions [16] and the unscented transformation or sigma point approach [12]. But their use in off line optimal control is relatively limited and mainly focussed on parametric uncertainty. Other strategies which exploit the availability of measurements to ensure robustness [10], [17], [22] are not considered in the current paper.

The aims of the current paper are the following. First, it discusses approximation strategies for the uncertainty propagation of through dynamic systems. Two different approaches are exploited: a traditional linearization approach and a novel technique based on the unscented transformation. Second, it presents the different formulations in detail for the resulting robust optimal control problems which include the effect of uncertainty on the objective and/or constraints satisfaction. The link to well-known estimation schemes is highlighted. Both approaches lead to larger optimal
control formulation compared with the nonrobust case. Computational details are also illustrated on a benchmark case study.

The paper is structured as follows. The description of dynamic systems and solution approaches of optimal control problems are presented in Section II. The formulation of (i) the chance constraints and (ii) the uncertainty in the objective function based on the linearization and sigma point technique for the presence of process noise is discussed in Section III. The mathematical formulations are clearly described in Section V. The conclusions are presented in Section VI. The total number of additional states for the above approach if symmetry in the variance-covariance matrix is exploited, is \( \frac{n_a}{2} (n_a + 1) \).

**II. DYNAMIC SYSTEMS**

Consider the following dynamic optimization problem in the interval \( \xi \in [0, \xi_f] \):

\[
\min_{u(\cdot), x(\cdot)} M(x(\xi_f), p, w(\xi_f))
\]

subject to:

\[
\begin{align*}
\dot{x}(\xi) &= f(x(\xi), p, u(\xi), w(\xi)) , \quad (2) \\
0 &= b_c(x(0)) , \quad (3) \\
0 &\geq c_p(x(\xi), p, u(\xi)) , \quad (4) \\
0 &\geq c_l(x(\xi), p) . \quad (5)
\end{align*}
\]

Here, \( x(\xi) \in \mathbb{R}^{n_x} \) denotes the state vector, \( p \in \mathbb{R}^{n_p} \) a time-invariant parameter vector, \( w(\xi) \in \mathbb{R}^{n_w} \) is a time-varying white noise signal disturbing the process right hand side, i.e., the process noise and \( u(\xi) \in \mathbb{R}^{n_u} \) is the control input. All these variables enter the right hand side function \( f \) in a possibly nonlinear way. The function \( M \) is called a Mayer term. Without loss of generality it is assumed that problems containing a so-called Lagrange term are rewritten such that only Mayer terms are present. The function \( b_c \) denotes the initial conditions of the system while the vectors \( c_p \) and \( c_l \) describe the path and terminal inequality constraints.

**III. COMPUTING THE EFFECT OF PROCESS NOISE**

The effect of process noise is quantified in this section. It is assumed that there is a Gaussian, white noise signal \( w(\xi) \) present in the process with zero mean and variance-covariance matrix \( W(\xi) \). In the first subsection a linearization approach is presented while in the second a novel approach based on the unscented transformation is described. Each time the link with uncertainty propagation in classic estimation algorithms is highlighted.

### A. The linearization approach

A linear approximation of the states’ variance-covariance matrix can be computed as the solution of the following equation [14]:

\[
\dot{P}_{\text{lin}}(\xi) = A(\xi) P_{\text{lin}}(\xi) + P_{\text{lin}}(\xi) A^\top(\xi) + B(\xi) W(\xi) B(\xi)^\top ,
\]

\[
P(0) = P_0 .
\]

Here, the matrices \( A(\xi) \) and \( B(\xi) \) denote:

\[
A(\xi) = \frac{\partial f(x(\xi), p, u(\xi), 0)}{\partial x} ,
\]

\[
B(\xi) = \frac{\partial f(x(\xi), p, u(\xi), 0)}{\partial w} .
\]

The matrix \( P_0 \) is the initial variance-covariance matrix of the states. It has to be noted that the above expression corresponds to the variance prediction without measurements exploited in the classic (continuous) extended Kalman filter (EKF) [11]. Although the EKF is widely known, applications of the variance prediction in view of robust control are still scarce [21].

\[
\begin{align*}
0 &\geq c_p(x(\xi), p, u(\xi)) + \alpha_c \sqrt{C(\xi)} P_{\text{lin}}(\xi) C(\xi)^\top ,
\end{align*}
\]

in which \( C(\xi) \) is defined as:

\[
C(\xi) = \frac{\partial c_p(x(\xi), p, u(\xi))}{\partial x} ,
\]

where \( C_i(\xi) \) denotes the \( i \)-th row of the matrix \( C(\xi) \). Here \( i \) runs over all constraint components. Terminal constraints are reformulated similarly:

\[
0 \geq c_l(x(\xi_f), p) + \alpha_l \sqrt{D(\xi) P_{\text{lin}}(\xi) D(\xi)^\top} ,
\]

in which:

\[
D(\xi) = \frac{\partial c_l(x(\xi_f), p)}{\partial x} .
\]

An additional term is introduced in the constraints which provides a backoff value [7] to cope with the uncertainty in the constraints. The importance of the backoff can be managed by varying \( \alpha_c \) and \( \alpha_l \). If the considered constraints can be assumed to be normally distributed, \( \alpha_c \) and \( \alpha_l \) can be chosen such that a predefined probability level is reached. It can be interpreted as the confidence level that is associated with the single-chance probability of a constraint violation.

The propagation of the states’ uncertainty can also be used to account for robustness with respect to the objective function. The uncertainty on the objective function can be computed as:

\[
M(x(\xi_f), p, 0) + \alpha_o \sqrt{\frac{\partial M(x(\xi_f), p, 0)}{\partial x} P_{\text{lin}}(\xi_f) \frac{\partial M(x(\xi_f), p, 0)}{\partial x}^\top} .
\]
subject to:

\[ \dot{X}(\xi) = f(x(\xi), u(\xi), 0), \]

\[ 0 = b_c(x(0)), \]

\[ \dot{P}(0) = P_0, \]

\[ 0 \geq c_p(x(\xi), p, u(\xi)) + \alpha_c \sqrt{C(\xi)P(\xi)C(\xi)^T} \]

\[ \text{with } i = 1, \ldots, n_p. \]

\[ 0 \geq c_i(x(\xi), p), \]

\[ \text{with } i = 1, \ldots, n_c. \]

The unscented transformation approach

A different, novel strategy is to use the continuous unscented transformation approach or sigma point approach to compute the propagation of the uncertainty due to process noise. This approach is based on the idea that by propagating well chosen points, i.e., the sigma points through a nonlinear function an accurate estimate of the statistical distribution after a nonlinear function can be obtained. It has to be noted that this realization exploits the variance prediction without measurements as used in the unscented Kalman filter (UKF) [21]. This filter can be implemented in its standard form or in its square root form. The problem with the standard form, is that it involves the computation of a matrix square root which can lead to numerical issues for the computation of derivatives, required in the optimal control formulation of this paper. Each of the individual sigma point states can be computed as:

\[ \dot{X}_i(\xi) = f(x(\xi), p, u(\xi), 0)w_m + \sqrt{n_x + \kappa} [0 R(\xi)\Phi(T(\xi)) - R(\xi)\Phi(T(\xi))], \]

\[ \text{with } i = 0, \ldots, 2n_x, \]

\[ 0 = b_c(X_0(0)), \]

\[ X_i(0) = X_0(0) + \sqrt{n_x + \kappa} R_i(0) \text{ with } i = 1, \ldots, n_x, \]

\[ X_i(0) = X_0(0) - \sqrt{n_x + \kappa} R_{i-n_x}(0) \]

\[ \text{with } i = n_x + 1, \ldots, 2n_x, \]

here the matrix of the sigma points with dimensions \(n_x \times (2n_x + 1)\), is defined as:

\[ X(\xi) = [X_0(\xi) X_0(\xi) \cdots X_0(\xi)] + \sqrt{n_x + \kappa} [0 R(\xi) - R(\xi)], \]

and the term \( T(\xi) = \)

\[ R^{-1}(\xi)[X(\xi)W_mF^T(X(\xi), p, u(\xi), 0) + f(X(\xi), p, u(\xi), 0)W_mX(\xi) + W(\xi)]R^{-T}(\xi), \]

while \( R(\xi) \) is the lower triangular Cholesky factor of the states’ variance-covariance matrix, i.e., \( P_{SP}(\xi) = R(\xi)R(\xi)^T \). The function \( \Phi(\cdot) \) is a function that returns the lower diagonal part of the argument [21]. The expression \( f(X(\xi), p, u(\xi), 0) \) is the evaluation of the model right hand side for each column of \( X(\xi) \), resulting in an expression of dimensions \( n_x \times (2n_x + 1) \). The vector \( w_m \) is defined as:

\[ w_m = \begin{bmatrix} \frac{\kappa}{\kappa + n_x} & \frac{1}{2(\kappa + n_x)} & \cdots & \frac{1}{2(\kappa + n_x)} \end{bmatrix}^T \]

while the matrix \( W_m \) is:

\[ W_m = (I - [w_m w_m \ldots w_m]) \text{diag}(w_m) \]

\[ (I - [w_m w_m \ldots w_m])^T. \]

The columns of \( R(\xi) \) can be easily computed as:

\[ R_i(\xi) = \frac{1}{\sqrt{n_x + \kappa}} [X_i(\xi) - X_0(\xi))], \]

\[ \text{with } i = 1, \ldots, n_x. \]

The states \( X_0 \) are the non-convex weighted sum average evolution of the states. In the following formulation the predicted variance-covariance matrix is used to obtain a robust optimal control formulation.

Formulation 2: the unscented Kalman filter approach:

The robust optimization problem becomes:

\[ \min_{u(\cdot), X(\cdot), \xi} M(X_0(\xi), p, 0) \]

\[ + \alpha_0 \sqrt{\frac{\partial M(X_0(\xi), p, 0)}{\partial X_0} P_{SP}(\xi) \frac{\partial M(X_0(\xi), p, 0)}{\partial X_0}^T} \]

subject to:

\[ \dot{X}_i = f(x(\xi), p, u(\xi), 0)w_m + \sqrt{n_x + \kappa} [0 R(\xi)\Phi(T(\xi)) - R(\xi)\Phi(T(\xi))], \]

\[ \text{with } i = 0, \ldots, 2n_x, \]

\[ 0 = b_c(X_0(0)), \]

\[ X_i(0) = X_0(0) + \sqrt{n_x + \kappa} R_i(0) \text{ with } i = 1, \ldots, n_x, \]

\[ X_i(0) = X_0(0) - \sqrt{n_x + \kappa} R_{i-n_x}(0) \]

\[ \text{with } i = n_x + 1, \ldots, 2n_x, \]

\[ X_i(0) = X_0(0) + \sqrt{n_x + \kappa} R_i(0) \]

\[ \text{with } i = 1, \ldots, n_x, \]

\[ X_i(0) = X_0(0) - \sqrt{n_x + \kappa} R_{i-n_x}(0) \]

\[ \text{with } i = n_x + 1, \ldots, 2n_x. \]
The number of equations for the extended Kalman filter approach is
\[ T(\xi) = R^{-1}(\xi) \left[ X(\xi)W_m f^\top(X(\xi), p, u(\xi), 0) + f(X(\xi), p, u(\xi), 0)W_m X(\xi) + W(\xi) \right] R^{-\top}(\xi), \]  
(36)
\[ X(\xi) = \left[ X_0(\xi) X_0(\xi) \ldots X_0(\xi) \right] + \sqrt{n_x + \kappa} \left[ 0 \quad R(\xi) - R(\xi) \right], \]  
(37)
\[ R_i(\xi) = \frac{1}{\sqrt{n_x + \kappa}} (X_i(\xi) - X_0(\xi)), \]  
with \( i = 1, \ldots, n_x \),  
(38)
\[ P_{SP}(\xi) = R(\xi) R^\top(\xi), \]  
(39)
\[ 0 \geq c_{p,i} + \alpha \sqrt{\partial c_{p,i} / \partial X_0} P_{SP}(\xi) \left( \partial c_{p,i} / \partial X_0 \right)^\top \]  
with \( i = 1, \ldots, n_{c_p} \),  
(40)
\[ 0 \geq c_{t,i} + \alpha \sqrt{\partial c_{t,i} / \partial X_0} P_{SP}(\xi) \left( \partial c_{t,i} / \partial X_0 \right)^\top \]  
with \( i = 1, \ldots, n_{c_t} \).  
(41)
Here \( c_{p,i} \) and \( c_{t,i} \) denote the path and terminal constraints evaluated at \( X_o \), i.e., \( c_{p,i}(X_0(\xi), p, u(\xi)) \) and \( c_{t,i}(X_0(\xi), p, u(\xi)) \). The total number of additional differential equations for the extended Kalman filter approach is \( n_{c_p} + n_{c_t} \) if the symmetry is exploited while the unscented Kalman filter approach results in \( n_{c_p} + n_{c_t} \) additional equations. The overview of the number of required states is presented in Table I. Both approaches significantly increase the size of the optimization problem to account for the uncertainty. Remark that the sigma point approach leads to a larger optimization problem where all sigma points are influencing the average state profile while in the linearization, the variance-covariance matrix does not influence the state profile. An advantage of the two presented methods is that they enable the use of fast deterministic gradient based optimization schemes.

### Table I

<table>
<thead>
<tr>
<th>Method</th>
<th>Nonrobust Linearization</th>
<th>Sigma point</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original Added</td>
<td>( n_x )</td>
<td>( 2n_x^2 )</td>
</tr>
<tr>
<td>Total</td>
<td>( n_x )</td>
<td>( n_x + 1 )</td>
</tr>
</tbody>
</table>

**Remark**

Parametric uncertainty, i.e., uncertainty in the model parameters, can also be tackled using the aforementioned linearization and sigma point approaches. To this extent, uncertain parameters \( p \) with a given variance-covariance matrix are reformulated as additional trivial differential states (\( \dot{p}(0) = p \) [24]). This will increase the computational effort but allows for an elegant formulation to incorporate the parametric uncertainty. A similar approach for optimal experiment design has been successfully illustrated in [23].

### IV. CASE STUDY

**A. Model description**

The case study involves a jacketed tubular reactor under steady-state conditions. Inside the reactor an irreversible first-order reaction takes place. The mass and energy balances give rise to two coupled ordinary differential equations. However, the steady-state scenario is described by an ordinary differential equation in the spatial coordinate \( z \) denoting the position along the reactor, as the time-dependence is eliminated [14].

\[
\frac{dx_1}{dz} = \frac{\alpha_{in}}{v} (1 - x_1) e^{\frac{\gamma x_2}{v}} + w_1, \]
(42)
\[
\frac{dx_2}{dz} = \frac{\alpha_{kin}}{v} (1 - x_1) e^{\frac{\gamma x_2}{v}} + \frac{\beta}{v} (u - x_2) + w_2(43)
\]

and with initial conditions:

\[ x(0) = (0, 0)^\top, \]
(44)

and constraints:

\[
\begin{align*}
T_{min} - T_{in} & \leq x_2(z) \leq T_{max} - T_{in}, \\
T_{in} - T_{w, min} - T_{in} & \leq u(z) \leq T_{w, max} - T_{in}
\end{align*}
\]
(45)
(46)

The states are the dimensionless reactant concentration \( x_1 = (C_{in} - C)/C_{in} \) and the dimensionless reactor temperature \( x_2 = (T - T_{in})/T_{in} \). The symbols \( w_1 \) and \( w_2 \) denote the process noise present in the model equations. Here, \( T_{in} \) and \( C_{in} \) are the temperature and the reactant concentration of the feed stream, respectively. The control \( u = (T_{w} - T_{in})/T_{in} \) is a dimensionless version of the jacket temperature \( T_{w} \). Bounds are imposed on the reactor and jacket temperatures (Equations (45) and (46)) while the length of the reactor \( L \) is fixed to 1, i.e., the differential equations are regarded on the interval \( z \in [0, 1] \). The objective is to minimize the following function which relates to the maximization of the conversion:

\[ C_{in} (1 - x_1(L)) \].
(47)

The number of equidistant control intervals is set to 100. The assumed variance-covariance matrix for the process noise is:

\[
W = \begin{pmatrix}
0.001 & 0 \\
0 & 0.001
\end{pmatrix}.
\]
(48)

For the remaining expressions and parameter values, the reader is referred to [14].

**B. Implementation details**

Optimal control problems are infinite dimensional as an optimal value for the controls has to be found at almost every point in time. To convert the infinite dimensional optimization problem to a finite dimensional problem and to cope with a large number of states, a first discretize then optimize approach is selected in the current paper [2].

For the optimal control problems a single shooting approach is employed. The main reason to do so, is to
avoid numerical problems in the unscented Kalman filter as a matrix inverse is present. This means that only the control action is discretized [20] and the states are obtained through numerical integration. The problem is formulated in ACADO [8], which is an open source self-contained software tool for formulating and solving optimal control problems using single or multiple shooting schemes. Due to its symbolic implementations exact second order derivatives are obtained. The resulting nonlinear programming problem is solved using a SQP algorithm [6]. The integrator tolerances are set to $10^{-6}$ while the KKT tolerance is set to $10^{-5}$.

V. SIMULATION RESULTS

The following constraints are added for the robust approaches:

$$x_2(z) - 1.96 \sqrt{P_{x_2},\text{LIN}}(z) \geq \frac{T_{\text{min}} - T_{\text{in}}}{T_{\text{in}}}$$

while for the sigma point approach the following constraints are considered:

$$X_{20}(z) + 1.96 \sqrt{P_{22,\text{SP}}(z)} \leq \frac{T_{\text{max}} - T_{\text{in}}}{T_{\text{in}}},$$

$$X_{20}(z) - 1.96 \sqrt{P_{22,\text{SP}}(z)} \geq \frac{T_{\text{min}} - T_{\text{in}}}{T_{\text{in}}}$$

where $\alpha_c$ is chosen to be equal to 1.96 which reflects that if the constraint profile is normally distributed, a 95% confidence region should be obtained. The number of required states and variables in addition to the computational time for the different approaches are given in Table II. Note that the robust approaches require more computational time compared with the nonrobust case. The sigma point approach requires even more time as all states are influencing each other, while in the linearization method the states influence the variance-covariance matrix but not vice versa.

TABLE II

<table>
<thead>
<tr>
<th>Process noise</th>
<th>Nonrobust</th>
<th>Linearization</th>
<th>Sigma point</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Added</td>
<td>0</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Total states</td>
<td>2</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Total variables</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Total CPU time</td>
<td>1.98 s</td>
<td>5.3 s</td>
<td>24.0 s</td>
</tr>
</tbody>
</table>

The obtained reactor and temperature profiles for both nonrobust and robust cases are depicted in Figures 1 and 3. The predicted confidence region for the linearization and sigma point approach is also provided in Figure 1. Note that for the nominal temperature profile the temperature constraint is active in 70% of the reactor length while the robust cases clearly back off from the temperature upper bound as the confidence region is considered. The difference between the nonrobust and robust control actions is also clear from Figure 3. The nominal case leads to a longer heating period with a singular arc for the remaining part of the integration interval to maintain the reactor temperature at the upper bound. It can, however, be observed that both robust approaches lead to similar control actions and predicted state evolutions. They both have a shorter heating period and the remaining control aims to keep to upper confidence bound at the temperature upper bound.

The three approaches are also compared by a Monte Carlo simulation. In total 200 process noise realizations are drawn with the assumed statistical distribution and applied to the system. The number of constraint violations are given in Table III. The nominal control action violates the constraints in 93% of the cases, while the linearization and unscented transformation approach perform better with 16-19% of violations. This is significantly more than the 5% which is the target aim. A closer investigation of the obtained state profiles, reveals that they cannot be assumed to be normally distributed. This means that the chosen quantile value does not necessarily lead to only 5% of violations. The empirical confidence regions are illustrated in Figure 2. These are violating the bounds in several places illustrating the challenging aspect of accounting for process noise. The objective function value for the two robust approaches are 0.066 for the linearization and 0.070 for the unscented transformation approach, which is remarkably worse compared with the nominal case, i.e., 0.006.

![FIGURE 1](image_url)

**Fig. 1.** Evolution of the reactor temperature profile $x_2$ with predicted 95% confidence bounds for the nonrobust case and both the linearization and sigma point approach.

VI. CONCLUSIONS

In this paper two different approaches for approximate robust nonlinear optimal control are discussed in the presence...
of process noise. Both methods allow a tractable computation of an approximation of the variance-covariance matrix of the constraints and/or the objective function. This variance-covariance matrix allows the formulation of single chance constraints such that critical constraints are satisfied in a stochastic way. Both approaches lead to a larger optimization problems which is more challenging to solve. To assess the quality of the approximate robust optimal control profiles, Monte Carlo simulations can be used to check whether a desired probability level is reached without the need of using Monte Carlo simulations explicitly in the optimization routine. The presented approaches are illustrated with a jacketed tubular reactor.
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