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Abstract—In this project, we discussed an approach to track mouse path with the help of Kalman Filter and OpenCV. In the beginning, we discussed the Kalman Filter in detail. After that, the KalmanFilter module in OpenCV and the implementation in Python are also covered. Anaconda was used to design and test the proposed method. This project found that if you make a sudden turn at high speed, the prediction line will have a wider trajectory, which is consistent with the momentum of the mouse movement at the time.

Index Terms—Mouse tracking, Kalman Filter, OpenCV, Python, Prediction, Correction.

I. INTRODUCTION

In the class EE251, we learned many approaches to estimate signals. Such as MVUE, BLUE, MLE, MMSE, LMMSE, Kalman Filter, etc. Kalman filter is one of the most common approaches used in varies fields like guidance, navigation, and control of vehicles, particularly aircraft and spacecraft, robotic motion planning and control[1]. Besides, recent decades, the use of computer vision in many applications has been significantly increased from manufacturing application into military applications [2-4]. A major aspect of computer vision applications is object tracking. Tracking objects in the real time environment is not a trivial task and has been a popular research topic in the computer vision field. [3,5,6]

This project focuses on tracing mouse path in using Kalman Filter and OpenCV. The goal of this project is to reviewing Kalman Filter and learning OpenCV. The specific contributions of this work are the combination of these two tools and the identification of the effect of this approach.

II. KALMAN FILTER

Kalman Filter is an algorithm that uses a series of measurements observed over time, containing statistical noise and other inaccuracies, and produces estimates of unknown variables that tend to be more accurate than those based on a single measurement alone, by estimating a joint probability distribution over the variables for each timeframe. This technique is published first by R.E. Kalman, in 1960 as a recursive solution for linear filtering in discrete data [7]. Kalman Filter is one of the most common approaches for estimating linear state that is assumed to have a Gaussian distribution [8]. Here are some operations of Kalman Filter:

1) Some notations[9]

- $\hat{s}[n|n-1]$: state estimation at time n predicted based on the parameter at time n-1.
- $M[n|n-1]$: covariance of the estimated state at time n.
- $K[n]$: Kalman gain.
- $\tilde{s}[n|n]$: state estimation at time n updated based on the observation process or measurement at time n.
- $M[n|n]$: covariance of the estimated state at time n.
- $A$: the transition matrix.
- $B$: control matrix(not used if there is no control).
- $Q$: process noise matrix.
- $H$: measurement matrix.
- $R$: measurement noise covariance matrix.

2) Basic Kalman Filter Operation

In general, the operation of discrete time Kalman filtering has the form that can be seen in Fig. 1. There are two main operations, the prediction step and correction step. The prediction step in this process is responsible for predicting the states to obtain a priori estimation of the next step based on the projection of the current state. Meanwhile, the correction step in this process will improve the a priori estimation resulting in the prediction step, based on obtained measurement results and obtains a posteriori estimation. For discrete time systems, these two operations are expressed using the notations as shown in Fig. 1.[10]

3) Prediction Step

The "Predict" step can be mathematically expressed in the following equations. In this equations, the future state $\tilde{s}[n|n-1]$ is predicted based on the process module $A$ and the current state $\tilde{s}[n-1|n-1]$. The prediction covariance $M[n|n-1]$ is also calculated based on the process $A$ and the uncertainty of the process model $Q$. Equations are as following:

\[
\tilde{s}[n|n-1] = A \tilde{s}[n-1|n-1] \tag{1}
\]

\[
M[n|n-1] = AM[n-1|n-1]A^T + BQB^T \tag{2}
\]
4) **Correction Step**

The next operation in the Kalman Filter is the "correct" step. In this step, the predicted state is corrected based on the difference between the real measured result and the expected measurement result from the measurement model $H$. Once the real measured result is obtained, we can calculate the difference between the real measurement and the measurement model. The Kalman gain, $K[n]$, is then calculated to update the estimated state $\hat{s}[n|n-1]$ to become $\hat{s}[n|n]$. Equations are as following:

\[
\hat{s}[n|n] = \hat{s}[n|n-1] + K[n](x[n] - h(\hat{s}[n|n-1])) \\
M[n|n] = (I - K[n]H[n])M[n|n-1]
\]

5) **Some block diagrams of Kalman Filter**[11]

Scalar state-scalar observation Kalman Filter block diagram as shown in Fig. 2. It is interesting to note that the dynamical model for the signal is an integral part of the estimator.

![Fig. 2. Scalar state-scalar observation Kalman Filter](image)

A first-order recursive filter with time varying coefficients as shown in Fig. 3.

![Fig. 3. Kalman Filter as time varying filter](image)

The Kallman Filter is driven by the unrelated innovation sequence and in steady-state can also be viewed as a whitening filter. So that the input to the Kalman Filter is the innovation sequence $\hat{s} = x[n] - \hat{s}[n|n-1]$ as shown in Fig. 4.

![Fig. 4. Innovation-driven kalman Filter](image)

We know from the discussion of the vector space approach that $\hat{x}[n]$ is unrelated with $\{x[0], x[1], ..., x[n-1]\}$. Alternatively, if we view $\hat{x}$ as the Kalman Filter output and if the filter attains steady-state, then it becomes a linear invariant whitening filter as shown in Fig. 5.

![Fig. 5. Whitening filter interpretation of Kalman Filter](image)

6) **Kalman Filter Algorithm**:[10]

**Predict:**

\[
\hat{s}[n|n-1] = A\hat{s}[n-1|n-1] \\
M[n|n-1] = AM[n-1|n-1]A^T + QBQ^T
\]

**Update:**

\[
\hat{s}[n|n] = \hat{s}[n|n-1] + K[n](x[n] - h(\hat{s}[n|n-1])) \\
M[n|n] = (I - K[n]H[n])M[n|n-1]
\]

III. **OPENCV’S KALMANFILTER MODULE**

OpenCV (Open Source Computer Vision) is a library of programming functions mainly aimed at real-time computer vision.[12] Originally developed by Intel, it was later supported by Willow Garage and is now maintained by Itseez.[13] The library is cross-platform and free for use under the open-source BSD license. It has C++, C, Python and Java interfaces and supports Windows, Linux, Mac OS, iOS and Android. OpenCV was designed for computational efficiency and with a strong focus on real-time applications. Usage ranges from interactive art, to mine inspection, stitching maps on the web or through advanced robotics[14].

"KalmanFilter" is the module used in this project. In this module, there are 3 interfaces in the module KalmanFilter[15]:

1) init: initialize the dimension of Kalman Filter;  
2) predict: predict the result of estimation;  
3) correct: input the measured result, get the optimal estimation.

Besides, there are 10 complex parameters, which go hand in hand with the principle of Kalman Filter:

- Basic parameters matrices:
  1) Mat transitionMatrix: state transition matrix $A$  
  2) Mat controlMatrix: control matrix $B$ (not used if there is no control)
The measurements are noisy observation of the range and bearing

\[
R[n] = \sqrt{r_x^2[n] + r_y^2[n]} 
\]

\[
\beta[n] = \arctan \frac{r_y[n]}{r_x[n]} 
\]

And from Kay’s book[16] we could know that:

\[
C = \begin{bmatrix} \delta^2_r & 0 \\ 0 & \delta^2_\beta \end{bmatrix} 
\]

\[
A = \begin{bmatrix} 1 & 0 & \Delta & 0 \\ 0 & 1 & 0 & \Delta \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} 
\]

\[
h(s[n]) = \begin{bmatrix} \sqrt{r_x^2[n] + r_y^2[n]} \\ \arctan \frac{r_y[n]}{r_x[n]} \end{bmatrix} 
\]

\[
BQB^T = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & \delta^2_r & 0 \\ 0 & 0 & 0 & \delta^2_\beta \end{bmatrix} 
\]

\[
H[n] = \begin{bmatrix} r_x[n] \\ \sqrt{r_x^2[n] + r_y^2[n]} \\ r_y[n] \\ \sqrt{r_x^2[n] + r_y^2[n]} \end{bmatrix} \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} s[n] = s[n|n-1] \end{bmatrix} 
\]

Then by the Kaman Filter Algorithm(Eq.(1)-(5)), we could tracking mouse path.

V. IMPLEMENTATION IN PYTHON

Python is an interpreted high-level programming language for general-purpose programming. Created by Guido van Rossum and first released in 1991, Python has a design philosophy that emphasizes code readability, and a syntax that allows programmers to express concepts in fewer lines of code.[17][18] notably using significant whitespace. It provides constructs that enable clear programming on both small and large scales.[19]

Besides, Python features a dynamic type system and automatic memory management. It supports multiple programming paradigms, including object-oriented, imperative, functional and procedural, and has a large and comprehensive standard library.[20]

Besides, it is easy to use. That’s also why I chose python as the language to implement this project.

To implement this project, here are some steps in the code of this project[21]:

1) Import packages cv2, numpy, pyplot, etc.
2) After the packages import, we create an empty frame, of size 800 x 800, and then initialize the arrays that will take the coordinates of the measurements and predictions of the mouse movements.
3) Then, we declare the mouse move Callback function, which is going to handle the drawing of the tracking. The
mechanism is quite simple; we store the last measurements and last prediction, correct the Kalman with the current measurement, calculate the Kalman prediction, and finally draw two lines, from the last measurement to the current and from the last prediction to the current

4) The next step is to initialize the window and set the Callback function. OpenCV handles mouse events with the setMouseCallback function; specific events must be handled using the first parameter of the Callback (event) function that determines what kind of event has been triggered (click, move, and so on)

5) Now we’re call the “KalmanFilter” module in OpenCV and initial the parameters.
   - dynamParams: This parameter states the dimensionality of the state
   - MeasureParams: This parameter states the dimensionality of the measurement
   - ControlParams: This parameter states the dimensionality of the control
   - vector.type: This parameter states the type of the created matrices that should be CV_32F or CV_64F

6) From this point on, the program is straightforward; every mouse movement triggers a Kalman prediction, both the actual position of the mouse and the Kalman prediction are drawn in the frame, which is continuously displayed. A sample is shown as in Fig. 6. (green line is the measured path the mouse run, while, the red one is predicted by the Kalman Filter)

will have a wider trajectory, which is consistent with the momentum of the mouse movement at the time. while, if you move the mouse slowly and less sudden turning at high speed, the prediction line will have a good matching with the mouse path.

So, Kalman Filter has better performance in less sudden turning scene. If there are many sudden turnings at high speed, it will need more time to rightly predict the path.
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