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Abstract
In this work, we enhance higher-order graph-based approaches for span-based semantic role labeling (SRL) by means of structured modeling. To decrease the complexity of higher-order modeling, we decompose the edge from predicate word to argument span into three different edges, predicate-to-head (P2H), predicate-to-tail (P2T), and head-to-tail (H2T), where head/tail means the first/last word of the semantic argument span. As such, we use a CRF-based higher-order dependency parser and leverage Mean-Field Variational Inference (MFVI) for higher-order inference. Moreover, since semantic arguments of predicates are often constituents within a constituency parse tree, we can leverage such nice structural property by defining a TreeCRF distribution over all H2T edges, using the idea of partial marginalization to define structural training loss. We further leverage structured MFVI to enhance inference. We experiment on span-based SRL benchmarks, showing the effectiveness of both higher-order and structured modeling and the combination thereof. In addition, we show superior performance of structured MFVI against vanilla MFVI. Our code is publicly available at https://github.com/VPeterV/Structured-MFVI.

1 Introduction
Semantic role labeling (SRL) aims to recognize the predicate-argument structures for a given sentence. SRL structures have found various applications in downstream natural language understanding tasks, e.g., machine translation (Marcheggiani et al., 2018), question answering (Khashabi et al., 2018), machine reading comprehension (Zhang et al., 2020c).

There are two types of formalisms in SRL, namely dependency-based and span-based SRL, where the argument is a word in the former case and a contiguous sequence of words (i.e., a span) in the latter case. Span-based SRL is more difficult as it needs to identify two boundaries of a span instead of an argument word, resulting in a much larger search space. We focus on span-based SRL in this work.

Span-based SRL is traditionally tackled by BIO-based sequence labeling approaches (Zhou and Xu, 2015). Later, researchers turn to graph-based methods (He et al., 2018; Ouchi et al., 2018; Li et al., 2019) wherein graph nodes are argument spans and predicate words. Recently, researchers show that higher-order graph-based methods achieve state-of-the-art performance (Jia et al., 2022; Zhou et al., 2022; Zhang et al., 2022). For higher-order graph-based methods, the main difficulty is that there are in total $O(n^3)$ predicate-argument pairs and thereby $O(n^5)$ second-order parts (Jia et al., 2022), making them computationally infeasible to model. To resolve this issue, Jia et al. (2022) prune the number of candidate argument spans from $O(n^2)$ to $O(n)$, and consequently, reduce the number of second-order parts from $O(n^5)$ to $O(n^3)$. On the other hand, Zhou et al. (2022) decompose the original edge (between the predicate word and the argument span) into two word-to-word edges, namely predicate-to-head (predicate word to the first word of argument span, P2H) and predicate-to-tail (predicate word to the last word of argument span, P2T), so the total number of second-order parts reduces from $O(n^3)$ to $O(n^3)$ as well. Both of these two works use Conditional Random Fields (CRF) for probabilistic modeling and Mean-Field Variational Inference (MFVI) for higher-order statistical inference in cubic time. Without MFVI, exact higher-order inference with CRF is NP-hard. Moreover, MFVI is fully differentiable and thus can be incorporated into neural networks as an RNN layer (Zheng et al., 2015) for end-to-end training. Hence, MFVI becomes increasingly popular in solving NLP structured prediction tasks.
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together with higher-order CRF-based modeling (Wang et al., 2019; Wang and Tu, 2020; Zhou et al., 2022).

Besides higher-order modeling, structured modeling has also been shown to be useful in span-based SRL (Zhang et al., 2021; Liu et al., 2022). Span-based SRL has a nice structural property that argument spans would not cross to each other in general 1, since gold annotations of argument spans are mostly extracted from existing constituency parse trees. As such, we can build a partially-observed constituency parse tree (Fu et al., 2021) wherein observed nodes correspond to gold argument spans. Notably, this is also the case for nested named entity recognition (Fu et al., 2021; Lou et al., 2022) and coreference resolution (Liu et al., 2022). To leverage such structural information (for free) while eliminating the need of obtaining full constituency parse trees (which could be expensive), prior works perform latent-variable probabilistic modeling with partial marginalization based on dynamic programming (i.e., the inside or CKY algorithm for full constituency parsing).

Concretely, they train a span-based TreeCRF model (Zhang et al., 2020b), either maximizing the probabilities of all compatible trees (to the set of observed arguments or entity spans) via the masked inside algorithm (Fu et al., 2021; Lou et al., 2022) or defining training loss based on span marginal probabilities (Liu et al., 2022). These works show that structured modeling indeed improves performance for aforementioned tasks.

Our desiderata in this work is to combine the best of two worlds, performing joint higher-order and structured modeling in a probabilistically principled manner under the CRF framework. To decrease the high complexity of higher-order inference, we use a strategy similar to Zhou et al. (2022) and introduce an additional type of edges for modeling argument spans, namely head-to-tail (the first word to the last word of the argument span, H2T). Without H2T edges, there could be potential ambiguities in the decoding process. More importantly, H2T edges are the bridge for structured modeling, on which we define a span-based TreeCRF distribution. To combine higher-order and structured modeling, inspired by (Domke, 2011; Blondel et al., 2020), we perform MFVI for several steps to obtain approximated marginals, on which we define fine structured loss for the argument span parts. However, (vanilla) MFVI uses fully-factorized distributions to approximate the otherwise complex true posterior, damaging the quality of higher-order inference. To solve this issue, we further adopt structured MFVI (Wainwright and Jordan, 2008b) to enhance inference, leveraging the underlying tree structures of argument spans for more delicate structured modeling.

We experiment on two benchmarks of span-based SRL: ConLL05 and ConLL12, obtaining state-of-the-art performances on five out of six evaluation metrics. Ablation studies confirm the effectiveness of both higher-order and structured modeling, their combination thereof, and the use of structured MFVI.

2 Method

2.1 Graph encoding and decoding

For each edge connecting a predicate-argument pair, we decompose it into three edges: a P2H edge from predicate to the first word of argument span, a P2T edge from predicate to the last word of argument span, and a H2T edge from the first word to the last word of argument span. Fig. 1 shows an example. After transformation, we build a large graph consisting of three subgraphs, and adopt a two-stage strategy for decoding. In the first stage, we predict unlabeled dependency edges, and then find out all predicate-argument pairs whose corresponding three types of edges are all correctly predicted. As such, our model does not have ambiguity problems in the decoding process, while Zhou et al. (2022) need to propose another constrained Viterbi algorithm to resolve such ambiguities, which is unnecessary when H2T edges are incorporated (Wang et al., 2020). In the second stage, we predict the corresponding label of predicted pairs based on the representations of predicate and argument span.

2.2 Higher-order Modeling

2.2.1 Scoring

For a sentence of length n, we use three indicator matrices (whose entries are either 0 or 1) \( y^H, y^T, y^A \in \mathbb{R}^{n \times n} \) to represent P2H, P2T, and H2T edges, respectively. For example, \( y^H_{ij} = 1 \) iff there is an P2H edge \((i, j)\), and \( y^H_{ij} = 0 \) otherwise. We use \( y = [y^H; y^T; y^A] \in \mathbb{R}^{n \times 3n} \) to represent the entire (multi)graph.

We first define the first-order edge-factorized
We consider the following higher-order scores based on sibling (sib), co-parent (cop), and grandparent (gp) relationships (Fig. 2):

- $s_{ij,ik}^{h,sib}, s_{ik,jk}^{h,cop}$: sibling and co-parent scores between two P2H edges.
- $s_{ij,ik}^{l,sib}, s_{ik,jk}^{l,cop}$: sibling and co-parent scores between two P2T edges.
- $s_{ij,ik}^{a,gp}, s_{ik,jk}^{a,cop}$: scores between a P2H or a P2T edge and a H2T edge.

For example, $s_{ij,ik}^{a,gp}$ measures how likely a P2H edge $(i, j)$ and a H2T edge $(j, k)$ coexist. Since $i \rightarrow j \rightarrow k$ forms a grandparent relationship, we mark the score with a $gp$ suffix.

The total second-order scores $s$ for each type are:

$$s^{2o,h}(y) = \frac{1}{2} \sum_{ij,ik} s_{ij,ik}^{h,sib} y_{ij} y_{ik} + \sum_{ij,ik} s_{ik,jk}^{h,cop} y_{ik} y_{jk}$$

$$s^{2o,t}(y) = \frac{1}{2} \sum_{ij,ik} s_{ij,ik}^{l,sib} y_{ij} y_{ik} + \sum_{ij,ik} s_{ik,jk}^{l,cop} y_{ik} y_{jk}$$

$$s^{2o,a}(y) = \sum_{ij,ik} s_{ij,ik}^{a,gp} y_{ij} y_{ik} + \sum_{ij,ik} s_{ik,jk}^{a,cop} y_{ik} y_{jk}$$

Finally, the score of $y$ is the sum of the first-order score and all the higher-order scores:

$$s(y) = s^{1o}(y) + s^{2o,h}(y) + s^{2o,t}(y) + s^{2o,a}(y)$$

### 2.2.2 CRF and MFVI

We define a conditional random field (CRF) over all possible $y$:

$$p(y) = \frac{\exp(s(y))}{Z}$$

where $Z$ is the partition function. Since $Z$ is intractable to compute, we resort to MFVI to generate lower bounds of $Z$ and thus obtain approximations to the true marginals (Wainwright and Jordan, 2008b), and then define the loss in terms of the approximated marginals (posteriors) (Domke, 2011).

MFVI uses simple and tractable posterior distribution family $\{p_{\theta_0}\}$ to approximate the true posterior. There is a one-to-one correspondence between an instantiation $p_{\theta_0}$ and a mean-vector (i.e., marginal) $\mu_0$ (Wainwright and Jordan, 2008b, Prop. 3.2), and we denote the set of all realizable mean-vectors as $\mathcal{M}$, i.e., the marginal polytope. Wainwright and Jordan (2008b); Lê-Huu and Karteek (2021) show that MFVI update is equal to the following variational representation:

$$y^{(m+1)} = \arg \max_{y \in \mathcal{M}} \langle Q^{(m)}, y \rangle - A^*_y(y)$$

where $m$ is the iteration number; $Q^{(m)} := \nabla s(y^{(m)})$ is the gradient of $s(y^{(m)})$ w.r.t. $y^{(m)}$; $\langle \cdot \rangle$ is inner product; $A^*_y$ is the conjugate dual function satisfying that:

$$A_y^*(y) = -H(p_\theta(\cdot))$$

We assume it is parameterized as a minimal exponential family.
A key observation provided by Liu et al. (2022), in which the observed nodes correspond to gold semantic arguments. We follow Lou et al. (2022) to use a 0-1 labeling strategy, i.e., assigning label 1 to the observed parts and 0 to the unobserved parts of a partially-observed tree \( t \), and use an order-3 binary tensor \( T \in \mathbb{R}^{n \times n \times 2} \) to represent \( t \) where \( T_{ijk} = 1 \) if there is a span from \( x_i \) to \( x_j \) with label \( k \in \{0, 1\} \) in \( t \). Then we define the score as:

\[
s(T) = \sum_{ijk} T_{ijk}s_{ijk}
\]

where \( s \in \mathbb{R}^{n \times n \times 2} \) is all span scores. Denote the set of gold unlabeled semantic argument spans as \( y = \{(i, j) \cdots\} \), and the set of compatible tree indicators as \( \hat{T}(y) \). We say \( T \in \hat{T}(y) \) iff \( T_{ij} = 1 \) for all \( (i, j) \in y \), \( T_{ij0} = 1 \) for all rest spans \( (i, j) \in t; (i, j) \notin y \), and \( T_{ijk} = 0 \) otherwise. Partially-observed TreeCRF (PO-TreeCRF) (Fu et al., 2021) aims to maximize the log-likelihood of all compatible trees:

\[
s(y) = \log \sum_{T \in \hat{T}(y)} \exp(s(T)) \quad (6)
\]

\[
\log p(y) = s(y) - \log Z \quad (7)
\]

where \( \log Z \) is the log-partition function which can be computed via the inside algorithm. \( s(y) \) can be computed efficiently via the masked inside algorithm (Fu et al., 2021; Lou et al., 2022), where all incompatible span nodes crossing any span in \( y \) are masked (i.e., set to negative infinity in log-domain) before running the inside algorithm. See (Fu et al., 2021) for more details.

### 2.4 Joint Higher-order and Structured Modeling

We can simply combines (vanilla) MFVI with PO-TreeCFR to achieve joint higher-order and structured modeling as follows.

After running \( k \) iterations of MFVI, we obtain a set of un-normalized scores \( Q^{(k)} \) and approximated marginals \( y^{(k+1)} \), on which our loss is based. It is worth mentioning that designing the loss by means of \( Q^{(k)} \) in many cases is equivalent to designing the loss by means of \( y^{(k+1)} \) (Blondel et al., 2020). , so we essentially design the loss in terms of approximated marginals produced by truncated MFVI (Domke, 2012).

For \( 2H2T \) edges, we feed un-normalized score \([Q^{A(k)}; s^{B}]\) as span score into a PO-TreeCRF to compute log-likelihood of all compatible trees (Eq. 7), then taking the negative to define the loss:

\[
L^A = - \log p(y) \quad (8)
\]

where \( y \) is the set of gold unlabeled argument spans.
For P2H and P2T edges, we use the binary cross-entropy loss:
\[
L_{H/T} = -\sum_{ij} \left( y_{ij}^H \log \hat{y}_{ij}^H + (1 - y_{ij}^H) \log(1 - \hat{y}_{ij}^H) \right)
\]
(9)
where \( \hat{y}_{ij}^H \in \{0, 1\} \) indicates the existence of P2H/P2T edge \((i, j)\).

2.5 Structured MFVI

Vanilla MFVI uses a fully-factorized distribution to approximate the true posterior, ignoring the inherent tree structures in span-based SRL. To better leverage the inherent tree structures, we propose to adopt structured MFVI (Saul and Jordan, 1995; Wainwright and Jordan, 2008b; Burkett et al., 2020), i.e.,
\[
\text{arg max}_{\mathbf{z}} \left\{ F^{(m)}(\mathbf{z}) - A_T(\mathbf{z}) \right\}
\]
(10)
where \(T\) is the structured marginal polytope of 0-1 labeled constituent trees, we let \(y^A\) corresponding to label-1 spans, and use an auxiliary \(y^B \in \mathbb{R}^{n \times n}\) to represent label-0 spans with first-order scores \(s^B \in \mathbb{R}^{n \times n}\). We denote \(z := [y^B; y^A]\) and use a TreeCRF to parameterize their posterior distribution. Then the posterior update of \(z\) is:
\[
z^{(m+1)} = \text{arg max}_{z \in T} \left\{ F^{(m)}(z) - A_T(z) \right\}
\]
where \(T\) is the structured marginal polytope of 0-1 labeled binary trees (Rush et al., 2016; Martins and Filipe, 2012), \(A_T(z)\) equals to the negative entropy of the TreeCRF distribution \(p_{\theta_0}\) for some \(\theta_0\) coupled to \(z\) (Martins et al., 2010, Prop. 1);
\[
F^{(m)}_{ij} = [Q_{ij}^{B(m)}; Q_{ij}^{A(m)}].
\]

The solution of Eq. 10 is attained at the mean-vector regarding the TreeCRF distribution (Wainwright and Jordan, 2008b; Paulus et al., 2020), i.e., span marginals, which can be computed efficiently by back-propagating through the inside algorithm (Eisner, 2016; Rush, 2020). Since there are no vector regarding the TreeCRF distribution (Wainwright and Jordan, 2008b; Paulus et al., 2020), instead of product of Bernoulli distribution as used in vanilla MFVI—to parameterize the posterior distribution regarding H2T edges.

To deal with 0-1 labeled constituency trees, we let \(y^A\) corresponding to label-1 spans, and use an auxiliary \(y^B \in \mathbb{R}^{n \times n}\) to represent label-0 spans with first-order scores \(s^B \in \mathbb{R}^{n \times n}\). We denote \(z := [y^B; y^A]\) and use a TreeCRF to parameterize their posterior distribution. Then the posterior update of \(z\) is:
\[
z^{(m+1)} = \text{arg max}_{z \in T} \left\{ F^{(m)}(z) - A_T(z) \right\}
\]
where \(T\) is the structured marginal polytope of 0-1 labeled binary trees (Rush et al., 2016; Martins and Filipe, 2012), \(A_T(z)\) equals to the negative entropy of the TreeCRF distribution \(p_{\theta_0}\) for some \(\theta_0\) coupled to \(z\) (Martins et al., 2010, Prop. 1);
\[
F^{(m)}_{ij} = [Q_{ij}^{B(m)}; Q_{ij}^{A(m)}].
\]

The solution of Eq. 10 is attained at the mean-vector regarding the TreeCRF distribution (Wainwright and Jordan, 2008b; Paulus et al., 2020), i.e., span marginals, which can be computed efficiently by back-propagating through the inside algorithm (Eisner, 2016; Rush, 2020). Since there are no vector regarding the TreeCRF distribution (Wainwright and Jordan, 2008b; Paulus et al., 2020), instead of product of Bernoulli distribution as used in vanilla MFVI—to parameterize the posterior distribution regarding H2T edges.

We use deep Triaffine attention (Wang et al., 2019; Zhang et al., 2020) to compute higher-order factors \(s^{A-cop}, s^{A-gp}\) connecting them.

3 Model Architecture

We depict our model architecture in Fig. 3.

Encoding. Given the sentence \(x = \{x_0, x_1, ..., x_n\}\), we feed it into BERT (Devlin et al., 2019) and apply mean-pooling to the last four layers to obtain word-level representations \(h = \{h_0, h_1, ..., h_n\}\). If we use pre-identified predicates, we concatenate \(h\) with an indicator embedding additionally.

First-order scores. We use deep biaffine attention (Dozat and Manning, 2017) to compute \(s^H, s^T\) and \(s^A:\)
\[
r_i^{h/t} = \text{MLP}^{h/t}(h_i),
\]
where \(r_i^{h/t}\) are type-specific representations for predicates and head/tail words of argument spans, respectively; \(\text{MLP}^{h/t}\) are multi-layer perceptrons which transform \(h_i\) to \(d\)-dimensional spaces; \(W^{H/T/A} \in \mathbb{R}^{(d+1) \times (d+1)}\) are trainable parameters.

Higher-order scores. We use deep Triaffine attention (Wang et al., 2019; Zhang et al., 2020) to compute higher-order scores:
\[
r_i^{h/t} = \text{MLP}^{h/t}(h_i),
\]
\[
s^{a,cop}_{ij,k} = \text{TriAFF}^{a,cop}((\hat{r}_i^p, \hat{r}_j^h, \hat{r}_k^p)),
\]
\[
s^{h,sib}_{ij,k} = \text{TriAFF}^{h,sib}((\hat{r}_i^h, \hat{r}_j^h, \hat{r}_k^h)),
\]
where
\[
\text{TriAFF}(v_1, v_2, v_3) = \left[ \begin{array}{c} v_3 \\ v_1^T \end{array} \right] W' \left[ \begin{array}{c} v_2 \\ 1 \end{array} \right]
\]
with \(W' \in \mathbb{R}^{(d+1) \times (d+1)}\).

Label Scores and Label Loss. Following Jia et al. (2022), we use Coherent (Seo et al., 2019) span representation to compute the label scores. Given an argument span \(\pi_{ij} = (w_i, ..., w_j)\) obtained by first-stage, we encode the two endpoints \(w_i, w_j\) as \(g_i, g_j \in \mathbb{R}^r\). We split each \(g_k\) into four parts: \(g_k = [g_k^1; g_k^2; g_k^3; g_k^4]\), where \(g_k^1, g_k^2 \in \mathbb{R}^r\).
\[ R^a, g^3_k, g^4_k \in R^b \text{ and } 2(a + b) = r. \] Then we can represent span as:

\[ a = [g^3_i; g^3_j; g^4_i \cdot g^4_j] \]

where dot product \( g^3_i \cdot g^4_j \) is called coherence term. Then we use biaffine attention to compute label score \( s_{ijkl}^{\text{label}} \):

\[ s_{ijkl}^{\text{label}} = \begin{bmatrix} r^p_{ik} \\ 1 \end{bmatrix}^T W^l_{\text{label}} \begin{bmatrix} a_{jk} \\ 1 \end{bmatrix} \]

We use cross-entropy to compute corresponding label loss,

\[ L_{\text{label}} = -\sum_{ijk} 1(\hat{y}_{ijk}) \log \frac{\exp(s_{ijkl}^{\text{label}})}{\sum_l \exp(s_{ijkl}^{\text{label}})} \tag{11} \]

where \( \hat{y}_{ijk} \in \{0, 1\} \) indicates the existence of predicate-argument pairs, \( l_{ijk} \) is the gold label for pair of the predicate-argument pair \((i, jk)\).

**Total Training Loss** We optimize the weighted average of the above losses according to Eq \(8, 9, 11\).

\[
L = \lambda_1 L_{\text{label}} + (1 - \lambda_1) L_{\text{edge}} \\
L_{\text{edge}} = \lambda_2 L^A + (1 - \lambda_2)(L^H + L^T)
\]

where \( \lambda_1 \) and \( \lambda_2 \) are hyper-parameters.

### 4 Experiments

**Settings.** Following previous works, we conduct experiments on two benchmarks: CoNLL05 (Palmer et al., 2005) and CoNLL12 (Pradhan et al., 2012) English datasets, where CoNLL05 include two test datasets WSJ (in-domain) and BROWN (out-of-domain). We adopt official data splits and evaluate our model using the official evaluation script \(^4\), reporting the micro-average F1 score averaged over three different runs with different random seeds. We conduct experiments under two settings, i.e., with (w/) gold predicates and without (w/o) gold predicate. Following most previous works, we use Bert-large-cased (Devlin et al., 2019) as the backbone. We refer readers to Appendix A for our implementation details.

**Main Results.** Table 1 shows the main results on test sets of benchmarks. Our baseline model is \( IO \) trained with local binary cross-entropy loss for all three types of edges without higher-order and structured modeling. Our proposed model clearly outperforms the baseline, obtaining state-of-the-art performances (when using Bert-large-cased) on five out of six evaluation metrics.

---

\(^4\)https://www.cs.upc.edu/~srlconll/soft.html#
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Table 1: Comparison of our model and other models on test sets of CoNLL05-WSJ, CoNLL05-Brown, and CoNLL12.

<table>
<thead>
<tr>
<th>Model</th>
<th>P</th>
<th>R</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoNLL05-WSJ</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>He et al. (2017)</td>
<td>80.20</td>
<td>82.30</td>
<td>81.20</td>
</tr>
<tr>
<td>He et al. (2018) + ELMO</td>
<td>84.80</td>
<td>87.20</td>
<td>86.00</td>
</tr>
<tr>
<td>Jia et al. (2022) + BERT</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zhou et al. (2022) + BERT</td>
<td>87.15</td>
<td>88.44</td>
<td>87.79</td>
</tr>
<tr>
<td>Zhang et al. (2022) + BERT</td>
<td>87.00</td>
<td>88.76</td>
<td>87.87</td>
</tr>
<tr>
<td>IO + BERT</td>
<td>87.11</td>
<td>87.40</td>
<td>87.25</td>
</tr>
<tr>
<td>Ours + BERT</td>
<td>88.05</td>
<td>88.61</td>
<td>88.33</td>
</tr>
<tr>
<td>CoNLL05-Brown</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>He et al. (2017)</td>
<td>85.00</td>
<td>84.30</td>
<td>84.60</td>
</tr>
<tr>
<td>He et al. (2018) + ELMO</td>
<td>88.60</td>
<td>89.00</td>
<td>88.80</td>
</tr>
<tr>
<td>Shi and Lin (2019) + BERT</td>
<td>87.53</td>
<td>88.26</td>
<td>87.90</td>
</tr>
<tr>
<td>Conia and Navigli (2020) + BERT</td>
<td>88.32</td>
<td>88.22</td>
<td>88.00</td>
</tr>
<tr>
<td>Blrishmi et al. (2021) + BART</td>
<td>87.80</td>
<td>86.80</td>
<td>87.30</td>
</tr>
<tr>
<td>Liu et al. (2022) + SpanBERT</td>
<td>87.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jia et al. (2022) + BERT</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zhou et al. (2022) + BERT</td>
<td>89.03</td>
<td>88.57</td>
<td>88.32</td>
</tr>
<tr>
<td>Zhang et al. (2022) + BERT</td>
<td>89.00</td>
<td>89.03</td>
<td>89.02</td>
</tr>
<tr>
<td>IO + BERT</td>
<td>89.09</td>
<td>87.57</td>
<td>87.30</td>
</tr>
<tr>
<td>Ours + BERT</td>
<td>89.77</td>
<td>88.46</td>
<td>88.11</td>
</tr>
<tr>
<td>CoNLL12</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>He et al. (2017)</td>
<td>85.00</td>
<td>84.30</td>
<td>84.60</td>
</tr>
<tr>
<td>He et al. (2018) + ELMO</td>
<td>88.60</td>
<td>89.00</td>
<td>88.80</td>
</tr>
<tr>
<td>Shi and Lin (2019) + BERT</td>
<td>87.53</td>
<td>88.26</td>
<td>87.90</td>
</tr>
<tr>
<td>Conia and Navigli (2020) + BERT</td>
<td>88.32</td>
<td>88.22</td>
<td>88.00</td>
</tr>
<tr>
<td>Blrishmi et al. (2021) + BART</td>
<td>87.80</td>
<td>86.80</td>
<td>87.30</td>
</tr>
<tr>
<td>Liu et al. (2022) + SpanBERT</td>
<td>87.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jia et al. (2022) + BERT</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zhou et al. (2022) + BERT</td>
<td>89.03</td>
<td>88.57</td>
<td>88.32</td>
</tr>
<tr>
<td>Zhang et al. (2022) + BERT</td>
<td>89.00</td>
<td>89.03</td>
<td>89.02</td>
</tr>
<tr>
<td>IO + BERT</td>
<td>89.09</td>
<td>87.57</td>
<td>87.30</td>
</tr>
<tr>
<td>Ours + BERT</td>
<td>89.77</td>
<td>88.46</td>
<td>88.11</td>
</tr>
</tbody>
</table>

Table 2: Ablation studies on CoNLL05-WSJ dataset. VMF indicates vanilla mean-field and SMF indicates structured mean-filed.

<table>
<thead>
<tr>
<th>Model</th>
<th>P</th>
<th>R</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unstructured(1O)</td>
<td>87.11</td>
<td>87.40</td>
<td>87.25</td>
</tr>
<tr>
<td>Unstructured(2O)</td>
<td>87.21</td>
<td>88.34</td>
<td>87.77</td>
</tr>
<tr>
<td>IO_1O+TreeCRF</td>
<td>87.79</td>
<td>87.57</td>
<td>87.68</td>
</tr>
<tr>
<td>2O_{VMF+TreeCRF}</td>
<td>87.53</td>
<td>88.26</td>
<td>87.90</td>
</tr>
<tr>
<td>2O_{SMF+TreeCRF} (Final)</td>
<td>88.05</td>
<td>88.61</td>
<td>88.33</td>
</tr>
</tbody>
</table>

Ablation studies. To better understand the source of improvement, we conduct ablation studies on CoNLL05-WSJ test set. Table 2 shows the results. As we can see, compared with IO, using higher-order inference alone leads to 0.52 F1 score improvement; using PO-TreeCRF structured loss alone leads to 0.43 F1 score improvement, proving the effectiveness of both higher-order and structured modeling. When combining vanilla mean-field-based higher-order inference and structured loss, we have 0.65 F1 score improvement compared to IO, showing that it is beneficial to combine both higher-order and structured modeling. We then replace the vanilla mean-field with structured mean-field, resulting in further improvement of 0.43 F1 score, showing the effectiveness of structured MFVI.

F1 against argument span length. Fig. 4 shows the F1 scores with the change of argument span length. As we can see, our full model performs the best when the span length is large, especially when > 7. We hypothesis that this is due to that in structured mean-filed inference, the global tree structure information is propagated among variables.

5 Related Work

In recent years, graph-based (or span-based) models become popular in span-based SRL thanks
to their ability in encoding rich span features. Ouchi et al. (2018) exhaustively search predicate-argument pairs. He et al. (2018) use a pruning strategy to reduce the search complexity. They then use a neural network to predicate the relationship between candidate predicates and candidate argument spans. Li et al. (2019) extend their work by using deep biaffine attention (Dozat and Manning, 2017) for scoring, and tackling both span-based and dependency-based SRL under a single unified framework. He et al. (2019) prune argument spans via syntactic rules for multilingual SRL. Zhang et al. (2021) point out that the way to extract spans has a huge impact on the final performance. Instead of taking top-k candidate spans (i.e., beam pruning) as in He et al. (2018), they use a two-stage strategy where the first stage finds all headwords, and the second stage predicates span boundaries based on predicted headwords. They use either gold heads from dependency-SRL annotations or automatically-learned heads by using the “bag loss” proposed in Lin et al. (2019). They show their two-stage strategy is better than beam pruning in different settings.

Thanks to the advance in second-order semantic dependency parsing (Wang et al., 2019) where they unroll several mean-field inference steps for end-to-end training, researchers adopt this technique to improvement the performance of span-based SRL. Direct second-order modeling leads to a $O(n^3)$ search space, which is computationally prohibitive. Jia et al. (2022) thus use a beam pruning strategy to select $O(n)$ candidate spans to decrease the complexity of second-order inference. Zhou et al. (2022) decompose predicate-argument pairs into dependency edges. By doing so, they cast span-based SRL to a dependency graph parsing technique, and thus can directly use the method of Wang et al. (2019) without much adaptation. Since there are total $O(n^2)$ edges, there is no need for pruning as exhaustive search is relative cheap.

Semantic arguments are often constituents. This is very similar to the case in nested named entity recognition (NER) where named entities are mainly extracted from constituency trees; and in coreference resolution where mentions are often constituents. This means that, one can embed these named entities or semantic arguments or mentions into constituency trees for structured modeling. Finkel and Manning (2009) use a constituency parser to jointly model constituents and named entities, however their approach needs tree annotations, which are difficult to obtain. To resolve this problem, Fu et al. (2021); Lou et al. (2022) view named entities as partially-observed constituency trees, and design masked inside algorithms for partial marginalization to train their TreeCRF models. Liu et al. (2022) propose structured span selectors for span-based SRL and coreference resolution, training weighted context-free grammars (or essentially, TreeCRFs) by partial marginalization akin to Fu et al. (2021); Lou et al. (2022). They leverage the CYK algorithm to produce $O(n)$ structure-aware candidate spans, outperforming the beam pruning strategy.

Structured mean-field variational inference is well-studied in the literature of graphical models (Wainwright and Jordan, 2008a), but we only find few applications in the NLP community, e.g. in Burkett et al. (2010). We believe structured mean-field variational inference can be used more frequently and in this work we demonstrate its usage in span-based SRL.

6 Conclusion

In this work, we tackled span-based SRL using a graph-based approach, combining the advantage of higher-order and structured modeling. In addition, we leveraged structured MFVI to respect the constituency tree constraint of argument spans during inference. We showed the effectiveness of these components experimentally.

Limitations

The main concern regarding our model is the computational complexity. higher-order MFVI has a complexity of $O(n^3)$, which admits fully parallel computation and thus is fast on GPUs. The complexity of structured inference of TreeCRF is also $O(n^3)$. However, due to the dynamic programming computation restriction, only $O(n^2)$ out of $O(n^3)$ can be computed in parallel using parallel parsing techniques (Rush, 2020), slowing down the running speed. Besides, differentiating through the TreeCRF marginals needs many GPU memories (Kim et al., 2017), as automatic differentiation saves all intermediate dynamic programming items for back-propagation, which cause plenty of waste of GPU memories. In this work, since the memory problem is not too severe, we use automatic differentiation for simplicity. One solution is to
manually implement the outside algorithm to mitigate the memory problem (Kim et al., 2017).
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### A Implementation Details

We use BERT\(^5\) (bert-large-cased) as encoders to obtain word representations. We use deep bipartite attention (Dozat and Manning, 2017) with 500 dimensions and deep triaffine attention with 100 following previous work (Wang et al., 2021). We set iteration number of MFVI as 3. To prevent overfitting, we set dropout ratio 0.1 for encoders and 0.1 for every MLP layers. Regarding training, we set learning rate for encoder layers as 5e – 5 and the rest layers as 1e – 3. We train our model for 10 epochs with max words 1000 using AdamW (Loshchilov and Hutter, 2019) optimizer. We adopt linear warmup scheduler for 10% training steps. Following previous works (Zhou et al., 2022; Fu et al., 2021), we set the hyper-parameters \(\lambda_1\) and \(\lambda_2\) as 0.06 and 0.1. All experiments run on NVIDIA TITAN RTX and NVIDIA A40 gpus.

### B Recall and Precision Regarding to Argument Width

The corresponding precision and recall of F1 score in Fig 4 with different argument span length are shown as Fig 5.

---

\(^5\)https://huggingface.co/bert-large-cased
Figure 5: The precision and recall with different argument spans length.