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Current Tokenizers

Bottom-Up Tokenization



Top-Down Tokenization

Our Tokenizer



Parse Trees for each Word:
Unsupervised Character-level Structure Induction
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Training objectives
1. Auto-Encoding loss (intra-word)

    Predicting each character or character span from the rest of a word (neighbor 
context representations).

2. Auto-Regression loss (inter-word)

    Predicting the next word in the sentence using the root representations of the 
preceding words, contextualized by GPT layers.



Two Ingredients of A Tokenizer
1. Vocabulary Construction.

○ Most of the tokenizers are named under this step (BPE, WPE, Unigram).

○ Our method runs a tree-constrained BPE to create an initial vocabulary, then 
apply a tree-aware Unigram pruning to remove meaningless fragments.

○ Being constrained by tree reduces unmeaningful vocabulary candidates.

2. Segmentation/Tokenization (using the vocabulary from 1).

○ Use the pretrained composition model to parse each word into a tree and 
traverse it top-down, yielding a token whenever we hit a known morpheme. 



Experiment Results: Tokenization Quality

● Datasets: Morpho Challenge 2010 Workshop (Morpho), CompoundPiece 
(Compound) (Minixhofer et al. 2023).

● Metric: The ratio of examples that are correctly segmented (Acc.).



Experiment Results: Tokenization Quality

● Metric: Rényi efficiency (Zouhar et al., 2023), sentence-level perplexity, 
BLEU, avg number of tokens per sentence.

● Datasets: Wikitext-103, WMT14 de-en (BLEU only).

Efficiency and Quality: TreeTok yields minimal tokens— 18% fewer than Unigram. Despite fewer 
tokens, TreeTok outperforms BPE on perplexity and yields better BLEU.
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Experiment Results: Tree structure quality

● Metric: Morpheme Recall Rate (the percentage of morphemes in the gold 
segmentation that can be found in the spans of the evaluated tree).



Case Study

Word-level Tree Samples



Conclusion
● TreeTok can induce morphology-aligned word-internal tree structures in a 

fully unsupervised way.

● We discovered that recognizing the indecomposability of morphemes is key, 
and to address this, we developed a composition model with a 
MorphOverriding mechanism alongside two self-supervised objectives. 

● TreeTok induces tree structures that closely match human-labeled 
morphology and consistently outperforms baselines like BPE and WordPiece 
across various task.


