
Look Both Ways and No Sink: 

Converting LLMs into Text Encoders

without Training



Background

• Larger Models, Better Performance (MTEB)

• Converting Unidirectional Models to Bidirectional Models

LLM2Vec: Large Language Models Are Secretly Powerful Text Encoders, Parishad et al.

MTEB Legacy Leaderboard - a Hugging Face Space by mteb

https://huggingface.co/spaces/mteb/leaderboard_legacy


Motivation

⚫ Previous works require a 

significant amount of 

computational resources 

and time.

GTE-Qwen2 -7B and NV-embed V2, 

involved first converting the model 

into a fully bidirectional model and 

then conducting additional training on 

a large dataset.

NV-EMBED: IMPROVED TECHNIQUES FOR TRAINING LLMS 

AS GENERALIST EMBEDDING MODELS, Chankyu Lee et al 



Motivation

⚫ In low-resource, domain-specific scenarios, general representation 

models often fail to perform optimally due to the scarcity of domain 

data and the presence of domain gaps. 

➢ Investigate the impact of different strategies to convert a 

pretrained transformer decoder into an encoder model.

➢ Novel training-free conversion approach that significantly 

improves the performance of pretrained decoders in various 

(domain-specific) domains.



Architecture



Architecture



Empirical Study ⚫ INPLACE and INTER achieve better performance；

⚫ Maintaining some layers as FWD layers can be beneficial；

⚫ BACK surpasses BIDIR when k is small.



Empirical Study
⚫ “Attention Sink” limits the model's 

access to context. (Fig. A-E)

⚫ Converting “Sink Layer” to BIDIR  

doesn't eliminate the sink. (Fig. F)

⚫ Converting to BACK naturally 

removes the sink, as each token 

can't see the first token. (Fig. G)



Empirical Study



Empirical Study
⚫ MASK0-BIDIR(Red line) achieves the best performance

⚫ MASK0-ALL(Dark Blue) and INPLACE-BIDIR (Orange line) 

perform similarly.



Empirical Study
⚫ MASK0-BIDIR eliminates the 

sink, enabling each token to 

focus more on other words. (H)

⚫ Masking the first token of all 

layers(MASK0-ALL) doesn't 

eliminate the attention sink! (I-L)



Empirical Study ⚫ By combining MASK0-BIDIR and INPLACE-BIDIR, 

MASK0&BIDIR can further enhance model performance.



Experiments



Conclusion

➢ Investigated various strategies converting transformer 

decoder to encoder model.  

➢ Discovered that attention sink phenomenon affects 

converted encoder performance.  

➢ propose a novel training-free decoder-to-encoder 

conversion approach that significantly improves the 

performance of models in various domains.



Thanks!


