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Abstract

Recent advancements have demonstrated the
advantage of converting pretrained large lan-
guage models into powerful text encoders
by enabling bidirectional attention in trans-
former layers. However, existing methods of-
ten require extensive training on large-scale
datasets, posing challenges in low-resource,
domain-specific scenarios. In this work, we
show that a pretrained large language model
can be converted into a strong text encoder
without additional training. We first con-
duct a comprehensive empirical study to in-
vestigate different conversion strategies and
identify the impact of the attention sink phe-
nomenon on the performance of converted en-
coder models. Based on our findings, we pro-
pose a novel approach that enables bidirec-
tional attention and suppresses the attention
sink phenomenon, resulting in superior perfor-
mance. Extensive experiments on multiple do-
mains demonstrate the effectiveness of our ap-
proach. Our work provides new insights into
the training-free conversion of text encoders
in low-resource scenarios and contributes to
the advancement of domain-specific text rep-
resentation generation. Our code is avail-
able at https://github.com/bigai-nlco/
Look-Both-Ways-and-No-Sink.

1 Introduction

High-quality text representations serve as the foun-
dation for a wide range of downstream applications,
including text classification (Li et al., 2021), se-
mantic similarity computation (Zhelezniak et al.,
2019), and information retrieval (Iida and Okazaki,
2021; Jia et al., 2023). In recent years, the emer-
gence of Large Language Models (LLMs) has led
to a surge of interest in converting them into sen-
tence encoders by enabling bidirectional attention
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and conducting additional training (BehnamGhader
et al., 2024; Li and Li, 2024; Li et al., 2023; Lee
et al., 2024). These approaches have demonstrated
significant advancements in general domains 1, rev-
olutionizing the research on text representations.

However, these methods often rely on extensive
training with large-scale datasets. For instance,
the NV-Embed model (Lee et al., 2024) collects
dozens of datasets and performs two-stage training
to convert a decoder model into an encoder model,
which requires substantial computational resources
and time. This poses a significant challenge in
low-resource, domain-specific scenarios, as general
representation models often struggle to perform
optimally in these domains due to the scarcity of
domain data and the presence of domain gaps (Tang
and Yang, 2024).

In this work, we aim to address the challenge of
generating high-quality text representations in low-
resource scenarios and ask the following question:
How can we convert a pretrained LLM to a strong
text encoder without additional training?

To address this challenge, we first conduct a
comprehensive empirical study to investigate the
impact of different conversion strategies. Specif-
ically, we modify the causal attention masks of
some transformer layers in LLMs to allow back-
ward or bidirectional attention. We then build new
encoders through different strategies to incorporate
the modified layers into the original model. Sur-
prisingly, we find that the models with backward
attention layers outperform those with bidirectional
attention layers. Further analysis reveals that the at-
tention sink phenomenon (Xiao et al., 2023), where
the model tends to focus on the first token, signif-
icantly affects the performance of the converted
text encoder. By incorporating backward attention,
the model effectively eliminates the attention sinks,

1https://huggingface.co/spaces/mteb/
leaderboard_legacy
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resulting in improved performance.
Based on these insights, we propose a novel ap-

proach to converting a pretrained LLM into a text
encoder. Specifically, we enable bidirectional atten-
tion and suppress the attention sink phenomenon
by masking the first token in the attention mecha-
nism. This approach allows the model to distribute
its attention more reasonably across the context,
avoiding the excessive focus on the first tokens.
Consequently, our converted encoder is capable of
generating higher-quality text representations and
effectively leveraging the knowledge embedded in
the pretrained LLMs. Notably, for encoder mod-
els that are converted from transformer decoders
by enabling bidirectional attention followed by ad-
ditional finetuning, masking the first token still
benefits their task performance. Through extensive
experiments, we demonstrate that this approach
significantly enhances the performance of down-
stream tasks in various domains, surpassing the
capabilities of both well-trained domain-general
and domain-specific text encoders, reflecting our
approach’s generalization and applicability.

We hope our work can bring new insights into
the training-free conversion of text encoders in low-
resource domain-specific scenarios. Our contribu-
tions can be summarized as follows:

1. We conduct a comprehensive empirical study
to investigate the impact of different strategies
to convert a pretrained transformer decoder
into an encoder model.

2. Through our analysis, we identify the impact
of the attention sink phenomenon on the per-
formance of the converted encoder models.

3. We propose a novel training-free decoder-to-
encoder conversion approach that significantly
improves the performance of pretrained de-
coders in various domains.

2 Related Work

Previous studies have investigated various tech-
niques for converting pretrained large language
models (LLMs) into text encoders. These ap-
proaches aim to capture more contextual informa-
tion by enabling a) bidirectional attention in all
transformer layers (BehnamGhader et al., 2024;
Lee et al., 2024) or only in the last layer (Li and Li,
2024), b) concatenating the token representations
of a small backwardLM with those of an existing
LLM (Goto et al., 2025), or c) repeating the input

text to allow each token to attend to its right-hand
side context (Springer et al., 2024). Most of these
approaches depend on additional datasets to con-
tinually pretrain (generally contrastive learning for
sentence embedding) the converted models and en-
hance their performance.

There have also been studies exploring the use
of in-context learning of LLMs for sentence em-
bedding tasks (Jiang et al., 2023). However, it
is worth noting that this approach introduces sig-
nificant computational overhead during inference,
which limits its direct applicability to tasks that re-
quire fast processing, such as information retrieval.

3 Empirical Study

Based on previous research, we conduct a system-
atic investigation into various architectural configu-
rations for converting a pretrained decoder into an
encoder model without additional training. We also
introduce several novel configurations that have not
been previously explored in the literature.

3.1 Architectural Configurations
As demonstrated in Figure 1, we primarily investi-
gate four architectures for converting a pretrained
decoder into an encoder: INPLACE, INTER, EX-
TRA, and EXTEND. Each architecture comes with
two settings: backward (BACK) and bidirectional
(BIDIR). These settings differ in how they convert
the attention mechanism of a decoder:

• BIDIR refers to enabling bidirectional atten-
tion in a standard decoder layer (hereafter re-
ferred to as the forward layer) by directly re-
moving the causal attention masks, thereby
converting the forward layer into a bidirec-
tional layer.

• BACK refers to applying reversed causal at-
tention masks in a standard decoder layer, re-
stricting each token to attending to itself and
its subsequent tokens, thereby transforming
the forward layer into a backward layer.

The four architectures utilize the converted layers
in distinct ways:

• INPLACE replaces forward layers with con-
verted layers.

• INTER places both the forward layer and the
converted layer in parallel in the same layer,
where they share the same input. Their out-
puts are summed up to form the final output.
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Figure 1: The schematic diagrams of four model architectures (number of converted layers k = 2). Either converted
backward attention or bidirectional attention is incorporated into all the architectures.

• EXTRA involves using an additional inde-
pendent model that consists of the converted
layers. The final outputs are the sum of the
outputs from the LLM and the extra model.

• EXTEND adds the converted layers on top of
the standard LLM.

In each architecture, the converted layers can
either use BACK or BIDIR setting, resulting in
eight possible configurations: INPLACE-BACK,
INPLACE-BIDIR, INTER-BACK, INTER-BIDIR,
EXTRA-BACK, EXTRA-BIDIR, EXTEND-BACK,
and EXTEND-BIDIR. Among these configurations,
INPLACE-BIDIR, EXTRA-BACK and EXTEND-
BIDIR have been previously explored in the litera-
ture (BehnamGhader et al., 2024; Lee et al., 2024;
Li and Li, 2024; Goto et al., 2025), while the other
configurations are novel and have not been previ-
ously investigated.

3.2 Experimental Settings
Focusing on the training-free conversion, we adopt
specific initialization strategies to facilitate the di-
rect utilization of pretrained LLMs without addi-
tional training. Within the EXTRA architecture,
the parameters of the transformer blocks are ini-
tialized using the corresponding parameters from
the LLMs. For the EXTEND architecture, the pa-
rameters of the additional transformer blocks are
initialized with the parameters of the final layer of
the LLMs.

Following Li and Li (2024), given a pretrained
transformer decoder with n layers, we explore the

impact of converting the top k layers in each archi-
tecture. Figure 1 illustrates the diagrams of these
architectures when k = 2. We test the converted
model without any further training on two types of
tasks: token-level and sentence-level tasks.

� For token-level tasks, following Goto et al.
(2025), we employ the Named Entity Recogni-
tion (NER) task from the CoNLL 2003 bench-
mark (Sang and De Meulder, 2003). The rep-
resentation of each input token is obtained
from the output of the final transformer block,
and then a task-specific linear classifier is fine-
tuned on the frozen representations. We adopt
the F1 score as the evaluation metric.

� For sentence-level tasks, we select 15 repre-
sentative tasks from the MTEB benchmark
(Muennighoff et al., 2022), following the
task selection of BehnamGhader et al. (2024).
For each task, a task-specific instruction is
prepended to the sentence as input. The final
sentence representation is then obtained by av-
eraging the embeddings of the tokens, exclud-
ing the instruction. Specific prompts used for
these tasks can be found in Appendix B. The
evaluation metrics of different tasks remain
the same as in previous work (BehnamGhader
et al., 2024; Lee et al., 2024). We report the
average score over the 15 tasks.

In this section, we primarily conduct experi-
ments using the TinyLlama-1.1B model (Zhang
et al., 2024).
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Figure 2: Performance of TinyLlama-1.1B under differ-
ent architectural configurations varying converted layer
number k. In the EXTEND architecture, k is bounded
by 5 due to the consistent downward trend. BASELINE
represents the original TinyLlama-1.1B without any con-
verted layers.

3.3 Results

Our results are shown in Figure 2. Overall, ➊ the
best performances are achieved by INPLACE-
BACK and INTER-BACK in the NER task and
MTEB tasks, respectively. INPLACE-BIDIR
outperforms INTER-BIDIR in most cases, de-
spite INTER-BIDIR requiring more computations.
➋ Both EXTRA and EXTEND architectures per-
form similarly to the unconverted original TinyL-
lama on MTEB tasks, while underperforming in
comparison to the INPLACE and INTER architec-
tures on both NER and MTEB tasks. Based on
these preliminary observations, we focus on the
INPLACE and INTER architectures and make more
detailed analyses below:

Finding 1: It is beneficial to keep some layers as
forward layers In both NER and MTEB tasks,
INPLACE-BACK and INTER-BACK demonstrate
a continuous declining trend from k = 6, while

INPLACE-BIDIR and INTER-BIDIR also start de-
clining from k = 19. This indicates that LLMs
rely heavily on the dependencies established by
the forward layers. When these dependencies are
disrupted by converting too many attention layers
to backward or bidirectional, the model’s ability
to maintain coherent context and generate robust
representations diminishes.

Finding 2: Backward attention surpasses bidi-
rectional attention when k is small Since en-
abling bidirectional attention intuitively provides
each token with more context information, poten-
tially leading to better representation, most pre-
vious works have focused on directly removing
the causal masks to allow bidirectional attention.
However, we are surprised to find that converting
forward layers to backward layers exhibits supe-
rior performance compared with converting to bidi-
rectional layers when k, the number of converted
layers, is small, especially in NER tasks.

3.4 Analysis

We analyze the observations highlighted in Finding
1 and Finding 2 in this subsection. To gain deeper
insights into these two phenomena, we conduct
a further investigation of the underlying attention
mechanisms and seek to provide an explanation.
To this end, we randomly select 8 samples from
the CoNLL 2003 dataset and visualize each layer’s
mean attention maps of the forward layer, back-
ward layer, and bidirectional layer.
Basic Observation: As illustrated in Figure 3,
the distributions of the original forward attention
scores exhibit distinct patterns across different lay-
ers. In the bottom three layers, these scores are
relatively dispersed (e.g., subfigures A and B from
Layer 1 and Layer 3, respectively). However, be-
ginning from the fourth layer, the attention scores
concentrate on the first token (e.g., subfigures C
and D for Layer 4 and Layer 9). This phenomenon
is consistent with the findings of Xiao et al. (2023),
referred to as the Attention Sink. We define an
“attention-sink layer” as a forward layer exhibiting
this attention-sink behavior.

When attention-sink layers are converted to bidi-
rectional layers, the attention-sink phenomenon
persists (compare subfigures E and F in Figure 3),
limiting the model’s use of contextual information,
despite each token gaining access to subsequent
tokens However, an advantage of the existing at-
tention sink is that the attention distributions in
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Figure 3: Attention map visualization of different layers and masking strategies. (A)-(E) show attention score
distributions in specific layers of a standard Transformer decoder. (F)-(H) display attention scores in the final layer
with various masking methods. (I)-(K) demonstrate the attention sink shifting phenomenon, where masking the
initial tokens causes the sink token to shift to the subsequent ones.

forward layers are not largely changed when they
are converted to bidirectional layers, leading to
moderate but stable performance improvements.
When bidirectional layers replace non-attention-
sink layers (Layers 1–3), the attention distributions
undergo drastic changes. This may explain the sig-
nificant performance drop observed in both BIDIR
settings when k = 20 in Figure 2.

In contrast, converting attention-sink layers to
backward layers effectively eliminates the sink ef-
fect, as each token can no longer attend to the first
token. This adjustment allows tokens to focus more
on themselves and their neighboring tokens (sub-
figure G in Figure 3). However, backward layers
inherently limit tokens from attending to preceding
tokens, leading to a trade-off between preserving
forward information and mitigating the attention
sink effect. This trade-off may explain why the
BACK settings outperform the BIDIR settings when
k is small but begin to degrade in performance
when k increases to a certain number, specifically
at k = 6 in Figure 2. Visualizations of more layers
are demonstrated in Appendix F.1.

3.5 Does Addressing Attention Sink Enhance
BIDIR Settings?

According to the findings and analysis in Sec-
tion 3.3 and Section 3.4, we conclude a power-
ful encoder indeed requires each token to attend
to both its proceeding and subsequent informa-
tion. While backward layers exhibit superior perfor-
mance (due to mitigating the attention sink), their
effectiveness is inherently constrained by their in-
ability to incorporate preceding tokens. General
bidirectional layers are a more natural choice; how-
ever, they are hindered by the attention-sink effect,
which prevents them from truly attending to the en-
tire context, resulting in inferior performance com-
pared to backward settings. So in this section, we
investigate whether addressing the attention sink
issue in the BIDIR setting can further enhance rep-
resentation capabilities.

Setup From Figure 3, we observe the attention
sink phenomenon concentrated on the first token.
Typically, the first token in each input is a special
system token (e.g., <\s> for various Llama mod-
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Figure 4: Performance of various models on word-level and sentence-level tasks under different settings.
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Figure 5: The schematic diagrams of the three model
structures. NoSink-For and NoSink-Bi are abbreviations
of NoSink-Forward and NoSink-Bidirectional, respec-
tively.

els). A natural approach to mitigate the attention
sink is to mask the first token in forward or bidirec-
tional layers. Thereby, the forward layers can be
converted into NoSink-Forward layers (where each
token can attend itself and all its previous tokens
except for the first one) or NoSink-Bidirectional
layers (where each token can see all other tokens
except the first one), resulting in three architecture
configurations, MASK0-FOR, MASK0-BIDIR, and
MASK0-ALL, demonstrated in Figure 5 (We adopt

INPLACE architecture in these configurations be-
cause of its computational efficiency). We conduct
experiments with the same setting as Section 3.2
but utilizing these three configurations. Further-
more, to assess the generalizability of our findings
across different model sizes, we further conduct
experiments using the Llama3.2-3B and Llama3-
8B-Instruct models (Grattafiori et al., 2024).

Finding 3: MASK0-BIDIR achieves the best per-
formance As shown in Figure 4, MASK0-FOR
and MASK0-BIDIR follow a similar trend to the
BACK settings, which further verify our hypothe-
sis that attention sink influences the representation
ability of LLMs. The peak performance of MASK0-
BIDIR surpasses all other configurations across all
model sizes. The visualization of MASK0-BIDIR’s
attention scores reveals the elimination of the atten-
tion sink phenomenon. The attention distribution
appears more reasonable, with each token focusing
more on itself and its neighboring tokens, as shown
in subfigure H in Figure 3.

Finding 4: Attention sink does not disappear
if we mask the first token of all layers. We
observe in Figure 4 that the curves for MASK0-
ALL exhibit similar values and trends to those of
INPLACE-BIDIR. Upon visualizing the attention
scores for the MASK0-ALL setting, we find that
the attention sink becomes concentrated on the sec-
ond token when the first token is masked across
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Figure 6: Performance of various models on word-level and sentence-level tasks under MASK0&BIDIR settings.

all layers. Moreover, when both the first and sec-
ond tokens are masked in all layers, the third token
emerges as the attention sink (shown in sub-figure
I, J for forward layers, K, L for bidirectional layers
in Figure 3). Regardless of how many tokens are
masked across all layers, the attention sink does not
disappear but rather shifts to the first non-masked
token (shown in Appendix F.2). We provide some
preliminary explanations for this shifting of the
attention sink in Appendix C.

3.6 Combine the Advantages of
INPLACE-BIDIR and MASK0-BIDIR

From the results in Section 3.5, we observe that
while MASK0-BIDIR achieves the best perfor-
mance across multiple tasks, the optimal value of k
is relatively smaller compared to INPLACE-BIDIR.
For instance, considering TinyLlama-1.1B on the
MTEB task, MASK0-BIDIR attains its best perfor-
mance when k = 10. Increasing the number of
nosink-bidirectional layers beyond this value leads
to a decline in model performance. In contrast, for
INPLACE-BIDIR, adding more bidirectional lay-
ers continues to enhance the model’s performance.
This observation prompts an intriguing question:
when MASK0-BIDIR reaches its optimal perfor-
mance, can further augmenting the model with
additional bidirectional layers, rather than nosink-
bidirectional layers, continue to improve its perfor-
mance?

Setup Under the new configuration, k still repre-
sents the total number of converted layers, but the
converted layer i may be two types: either nosink-
bidirectional when i ≤ k0 or bidirectional when
i > k0. Specifically, assuming the model has a to-
tal of L layers, the input first passes through L− k
forward layers, followed by k−k0 bidirectional lay-
ers, and finally through k0 nosink-bidirectional lay-
ers to produce the final output. Consequently, the
model can exhibit L2 possible structural variations
under this setup. For simplicity, we selected several
representative configurations for testing. MASK0-
1, MASK0-2, and MASK0-3 denote configurations
where k0 is set to 1, 2, and 3, respectively. MASK0-
LAST represents the configuration where k0 is set
to the optimal k value under the MASK0-BIDIR
setting, while MASK0-MID indicates k0 is set to
half of the optimal k value. We collectively re-
fer to all these new architecture configurations as
MASK0&BIDIR.

Finding 5: The performance of the models can
still be further improved As shown in Figure 6,
most of the models demonstrate noticeable en-
hancements over MASK0-BIDIR across the remain-
ing tasks (except TinyLlama-1.1B on the MTEB
task). It is evident that the trend of MASK0&BIDIR
closely resembles that of INPLACE-BIDIR, with
MASK0-LAST achieving the best performance
among all configurations. This suggests that when
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k is set to the optimal value for INPLACE-BIDIR
and k0 is set to the optimal value for MASK0-
BIDIR, MASK0&BIDIR generally attains its peak
performance. Interestingly, current decoder-to-
encoder embedders, such as NV-Embed (Lee
et al., 2024), which convert large language models
(LLMs) into sentence encoders by enabling bidi-
rectional attention and applying additional training,
typically activate bidirectional attention across all
layers. In this context, converting bidirectional
layers to nosink-bidirectional layers in decoder-to-
encoder models is analogous to setting k to the
total number of model layers and increasing k0.
Therefore, the MASK0&BIDIR setting can also be
applied to certain decoder-to-encoder embedders
beyond original LLM decoders. We demonstrate its
effectiveness in the following Experiments section
(Section 4).

Verification with Different Decoder Models
We primarily investigate the performance of Llama
models across different sizes to determine the op-
timal encoder configuration. To ensure that our
conclusion is not specific to a single decoder archi-
tecture, we further evaluate the performance of our
text encoder with various decoder models on the
NER task, including GPT-2 (Radford et al., 2019),
Mistral-1.1B2, Olmo-1B3 (Groeneveld et al., 2024),
and Phi-3.5-mini-instruct4 (Abdin et al., 2024). As
shown in Figure 7, the MASK0-BIDIR encoder con-
sistently achieves the highest peak performance
across all tested decoders.

2https://huggingface.co/optimum/mistral-1.1b-testing
3https://huggingface.co/allenai/OLMo-1B-hf
4https://huggingface.co/microsoft/Phi-3.5-mini-instruct

General MTEB CoNLL AVG

BGE-M3 66.8 70.1 68.4
NV-Embed-V2 74.7 70.7 72.7

+MASK0&BIDIR 75.8 85.9 80.8
GTE-Qwen2-7B 70.9 71.5 71.2

+MASK0&BIDIR 74.1 80.2 77.2

E5-mistral 68.4 57.9 63.1
+INPLACE-BIDIR 70.9 74.8 72.9
+INTER-BACK 69.5 79.8 74.7
+MASK0-BIDIR 72.8 83.6 78.2
+MASK0&BIDIR 74.0 85.2 79.6

Table 1: Domain-general task performance of vari-
ous models.

4 Experiments on Various Tasks

Based on the insights from the previous section,
both the MASK0-BIDIR and MASK0&BIDIR con-
figurations yield highly effective text encoders con-
verted from a pretrained transformer decoder with-
out any additional training. In this section, we
conduct experiments to verify the effectiveness of
these configurations on domain-general tasks and
further extend the evaluation to domain-specific
tasks.

4.1 Experiment Settings
In addition to the general domain, we follow
Cheng et al. (2023) and test three specific domains:
medicine, finance, and law. For all tasks, we test
domain-general small encoder models (BGE-M3
(Chen et al., 2024), which is a popular and strong
encoder) and large decoder-to-encoder embedders
(NV-Embed-V2 (Lee et al., 2024) and GTE-Qwen2-
7B-Instruct (Li et al., 2023), which have demon-
strated their great advantages on MTEB tasks). For
domain-general tasks, we additionally evaluate the
large pure decoder models (E5-mistral-7B (Wang
et al.), which also performs well on MTEB tasks).
For domain-specific tasks, we further test domain-
specific small encoder models and large decoder
models. Details on the specific models used in
these domains, as well as task descriptions and
evaluation metrics, are provided in Appendix A.

The experimental setup for domain-general tasks
remains identical to that described in the previous
section, while each domain-specific task is formu-
lated as a classification problem, leveraging the
representations derived from the model. We do
not concatenate prompts in front of the sentences.
After encoding the text sequence, we train an addi-
tional logistic regression classifier to classify the
text embedding vector. All model parameters are



Medicine PQAL Chem MQP RCT AVG

In-Context Learning 66.0 47.6 73.0 56.7 60.8
BGE-M3 63.0 68.9 77.7 69.8 69.9
MedicalBert 54.0 53.1 64.8 53.4 56.3
NV-Embed-V2 57.0 77.1 80.8 74.3 72.3

+MASK0&BIDIR 62.5 77.9 81.4 84.6 76.6
GTE-Qwen2-7B 56.2 78.0 77.7 77.1 72.3

+MASK0&BIDIR 63.0 77.9 78.8 82.9 75.7

BioMed-Llama 56.0 77.9 66.8 81.6 70.6
+INPLACE-BIDIR 59.0 78.4 73.4 82.5 73.3
+INTER-BACK 57.5 78.2 72.8 80.5 72.3
+MASK0-BIDIR 63.0 79.0 74.8 88.0 76.2
+MASK0&BIDIR 65.5 79.4 75.2 87.5 76.9

Finance FIQA FPB NER AVG

In-Context Learning 75.1 62.5 68.2 68.6
BGE-M3 81.0 94.2 68.2 81.3
FinBert 78.0 98.7 59.1 78.6
NV-Embed-V2 86.9 96.2 77.6 86.9

+MASK0&BIDIR 87.9 97.8 83.1 89.6
GTE-Qwen2-7B 83.3 95.8 67.6 82.2

+MASK0&BIDIR 85.0 97.6 81.3 88.0

Finma-7B 91.3 99.1 67.8 86.1
+INPLACE-BIDIR 93.2 99.1 69.6 87.3
+INTER-BACK 91.9 98.3 81.6 90.3
+MASK0-BIDIR 93.9 99.8 87.1 93.6
+MASK0&BIDIR 94.4 99.8 89.5 94.5

Law SCOTUS ToS AVG
mic-F1 mac-F1

In-Context Learning 30.0 20.1 84.9 45.0
BGE-M3 68.4 46.8 84.7 66.6
InlegalBert 66.0 40.1 82.3 62.8
NV-Embed-V2 76.3 68.2 88.8 77.8

+MASK0&BIDIR 78.7 71.5 91.0 80.4
GTE-Qwen2-7B 73.9 62.6 89.1 75.2

+MASK0&BIDIR 77.3 69.9 91.5 79.6

LLama-Lawyer 73.7 61.1 89.7 74.8
+INPLACE-BIDIR 75.9 65.6 90.5 77.3
+INTER-BACK 74.1 64.6 90.3 76.3
+MASK0-BIDIR 75.9 65.6 90.7 77.4
+MASK0&BIDIR 76.8 66.0 91.5 78.1

Table 2: Domain-specific task performance of vari-
ous models

freezed except the additional classifier. Follow-
ing Muennighoff et al. (2022), the training uses
LBFGS (Liu and Nocedal, 1989) to optimize the
parameters and takes 100 iterations. For tasks with
limited sample sizes, the dataset was augmented
using the SMOTE technique.

Based on original LLMs, we test four encoder-
converted settings: 1) INPLACE-BIDIR, 2) INTER-
BACK, 3) MASK0-BIDIR, and 4) MASK0&BIDIR.
Based on decoder-to-encoder embedders, we
specifically test the MASK0&BIDIR setting (set-
ting k to the total number of model layers).

We select the optimal value of k and k0 based on

the validation set and then evaluate the model on
the test set for each task. Additionally, we report
the best result in Cheng et al. (2023) which solves
these tasks by in-context learning.

4.2 Results

Table 1 and Table 2 present the performance of
various models in domain-general and domain-
specific tasks, respectively. It is observed that the
in-context learning approach exhibits lower per-
formance compared to most text encoder models.
Additionally, smaller encoder models tend to per-
form worse than larger decoder models, even when
the latter are used as encoders without conversion.
Furthermore, the application of MASK0&BIDIR
significantly enhances the performance of large de-
coder models and decoder-to-encoder models that
have undergone extensive training, surpassing all
other models. This highlights the effectiveness and
generalizability of MASK0&BIDIR structure, as it
consistently improves performance across different
models and tasks.

4.3 Additional Utility in LLM Deployment

In addition to its utility in low-resource domain-
specific scenarios, our approach offers a signifi-
cant advantage in modern LLM applications by
directly utilizing the pretrained parameters of the
model. This approach has the potential to greatly
reduce memory requirements, as both the language
model and text encoders can be deployed within the
same memory space. For instance, in a Retrieval-
Augmented Generation (RAG) (Wang et al., 2024)
system, there is no longer a need to deploy a sepa-
rate retriever for encoding documents. Instead, the
chat model itself can serve as the retriever, leading
to improved memory efficiency and system perfor-
mance.

5 Conclusion

In this work, we systematically investigated differ-
ent approaches to converting transformer decoders
into text encoders. We found that the attention sink
phenomenon significantly impacts the performance
of converted models. By masking the first token
and enabling bidirectional attention, we can effec-
tively improve the performance of the converted
encoder model. Our approach has been validated
on a variety of tasks and domains, demonstrating its
effectiveness and potential applicability in modern
LLM applications.



Limitation

Our approach primarily focuses on training-free
conversion methods, which are particularly advan-
tageous in domains with limited training data. In
this work, we do not explore continual pretrain-
ing approaches and it is not clear whether these
approaches can further enhance the converted text
encoder. We leave this for future work.

While our approach demonstrates strong applica-
bility across three domains, conducting comprehen-
sive validation across a broader range of domains
would be valuable for further establishing its gen-
eralizability and robustness.

The number of conversion layers, denoted as k
and k0, are significant hyperparameters that affect
the model’s performance on specific tasks. The op-
timal k and k0 value vary across different datasets
and are non-trivial to determine. Developing effi-
cient approaches to select them for a given task is
another important project to explore.
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A Introduction to Domain-Specific Tasks

Medicine Domain PubMedQA (Jin et al., 2019)
is a biomedical question-answering dataset that re-
quires models to answer research questions using
corresponding PubMed abstracts, with answers lim-
ited to yes, no, or maybe. ChemProt (Taboureau
et al., 2010) focuses on identifying chemical-
protein interactions from biomedical texts. MQP
(McCreery et al., 2020) contains pairs of medical



questions to evaluate the similarity between medi-
cal queries. RCT (Dernoncourt and Lee, 2017) in-
volves classifying sentences in biomedical abstracts
into categories such as background, objective,
methods, results, and conclusions. In medicine do-
main, we use MedicalBERT5 as the small domain-
specific encoder model and BioMed-LLaMa6 as
the large domain-specific decoder model. We eval-
uated the performance of the models on the Pub-
MedQA, ChemProt and RCT tasks using the F1
score as the metric. For the MQP task, we used
accuracy as the metric.

Finance Domain FPB (Malo et al., 2014) con-
tains financial phrasebank data and is designed to
assess the classification of financial sentiments in
economic texts. FiQA-SA (Maia et al., 2018) also
focuses on financial sentiment analysis, requiring
models to evaluate opinion mining and classify sen-
timents in financial contexts. NER (Alvarado et al.,
2015) involves named entity recognition in finan-
cial texts, requiring the identification of key enti-
ties such as companies, financial instruments, and
dates. In the finance domain, we use FinBert (Araci,
2019) as the small domain-specific encoder model
and Finma-7B-nlp7 as the large domain-specific
decoder model. We adopt the F1 score as the eval-
uation metric in all three tasks.

Law Domain SCOTUS (Spaeth et al., 2013)
comprises questions and answers related to
Supreme Court cases, requiring models to clas-
sify legal concepts and reason about case outcomes.
UNFAIR-ToS (Lippi et al., 2019) centers on de-
tecting unfair terms in service agreements, aiming
to identify problematic legal clauses. We use In-
LegalBERT (Chalkidis et al., 2020) as the small
domain-specific model and LLaMA-Lawyer8 as
the large domain-specific decoder model. For the
SCOTUS dataset, we use micro-F1 and macro-F1
as evaluation metrics, while for the UNFAIRToS
dataset, we use weighted-F1.

B Tasks and Corresponding Instructions
in the MTEB Subset

The specific tasks and corresponding instructions
in the selected MTEB Subset are shown in Table 3.

5https://huggingface.co/achDev/medicalBert
6https://huggingface.co/ContactDoctor/Bio-Medical-

Llama-3-8B
7https://huggingface.co/TheFinAI/finma-7b-nlp
8https://huggingface.co/StevenChen16/llama3-8b-

Lawyer

We adopted the same instructions as those used in
(Wang et al., 2023), as they demonstrated better
performance.

C Possible Reasons for the Shifting in
Attention Sink

The effect of the “attention sink shift” phenomenon
are analogous to those of the “attention sink” it-
self. In the original paper that first introduced the
concept of the attention sink, it was noted that the
sink token is not related to its actual meaning but
rather to its position as the first token. Under rela-
tive position encoding, the attention result between
the i-th token and the j-th token depends on their
values and the difference in their positions. This
relationship can be mathematically expressed as:

⟨fq(xm,m), fk(xn, n)⟩ = g(xm, xn,m− n)

When the first token is masked, the computation re-
sults for all other tokens become identical to those
obtained by shifting the position encoding back-
ward by 1. In other words:

⟨fq(xm,m), fk(xn, n)⟩ =
⟨fq(xm,m− 1), fk(xn, n− 1)⟩

Thus, the second token effectively becomes the
"first token" in the eyes of the other tokens. Conse-
quently, the second token becomes the sink token
and acquires the most attention. This shift also re-
duces the representation ability of models, resulting
in unsatisfactory performance in the MASK0-ALL
configuration. As for why masking partial sink
tokens does not lead to the reappearance of the
attention sink, there is currently no related theoreti-
cal analysis. We speculate that this is because each
token, through interactions with other tokens in
the initial layers, gains some information about its
own position. This acquired positional information
may prevent the re-emergence of the attention sink
when partial tokens are masked.

D Formalization

For each attention layer in the Transformer, the
attention score computation is given by:

AttnLLMi(Q,K, V ) = SoftMax
(
QKT

√
d

+M

)
V

where AttnLLMi is the i-th head of multi-head
self-attention (Vaswani et al., 2017) in the LLM.



Task Name Instruction

ArguAna Given a claim, find documents that refute the claim.
NFCorpus Given a question, retrieve relevant documents that best answer the question.
SciFact Given a scientific claim, retrieve documents that support or refute the claim.
SciDocsRR Given a title of a scientific paper, retrieve the titles of other relevant papers.
StackOverflowDupQuestions Retrieve duplicate questions from StackOverflow forum.
BiorxivClusteringS2S Identify the main category of Biorxiv papers based on the titles.
MedrxivClusteringS2S Identify the main category of Medrxiv papers based on the titles.
SprintDuplicateQuestions Retrieve duplicate questions from Sprint forum.
Banking77Classification Given an online banking query, find the corresponding intents.
EmotionClassification Classify the emotion expressed in the given Twitter message into one of the six emotions:

anger, fear, joy, love, sadness, and surprise.
MassiveIntentClassification Given a user utterance as query, find the user intents.
STS* Retrieve semantically similar text.

Table 3: Instructions used for evaluation on the MTEB benchmark. “STS*” indicates we use the same instructions
for all the STS tasks.

The query Q, key K, and value V are computed
as:

Q = Wqx+ b, K = Wkx+ b, V = Wvx+ b

Here, M represents the mask. For the forward
layer with causal attention mask:

MFWD =


0 −∞ −∞ . . . −∞
0 0 −∞ . . . −∞
0 0 0 . . . −∞
...

...
...

. . .
...

0 0 0 . . . 0


For the backward layer, where each token can

only see itself and subsequent tokens:

MBWD =


0 0 0 . . . 0

−∞ 0 0 . . . 0
−∞ −∞ 0 . . . 0

...
...

...
. . .

...
−∞ −∞ −∞ . . . 0


For the bidirectional layer, M is a zero matrix.

For the MASK0-BIDIR setting:

MMASK0 =


0 0 0 . . . 0

−∞ 0 0 . . . 0
−∞ 0 0 . . . 0

...
...

...
. . .

...
−∞ 0 0 . . . 0


The forward pass of the model is illustrated in

Algorithm 1.

E Difference between Token-level Tasks
and Sentence-level Tasks

Token-level and sentence-level tasks differ in their
objectives, leading to distinct performance charac-
teristics under various settings.

For token-level tasks, such as Named Entity
Recognition (NER), the primary goal is to first
obtain robust representations for each token that
capture their individual meanings, which allows
for accurate classification of simple tokens. Sub-
sequently, leveraging contextual information helps
resolve ambiguities for tokens that have multiple
meanings, leading to more precise classification.
Therefore, for token-level tasks, the BACK setting,
which focuses each token on itself, provides a sig-
nificant performance boost compared to the BIDIR
setting. The MASK0 approach further enhances
this by incorporating preceding context, thereby
improving the model’s performance even more.

In contrast, sentence-level tasks do not neces-
sarily require each token to have a representation
that captures its individual meaning. Instead, as
long as each token incorporates contextual infor-
mation, the resulting averaged representation can
effectively reflect the overall content of the sen-
tence. Consequently, the BIDIR setting, which
allows each token to access both preceding and
following context, generally performs better than
BACK for sentence-level tasks. The MASK0 ap-
proach, by masking the first token (which has no
practical semantic information and can cause the
attention sink phenomenon), further refines the rep-
resentation obtained from BIDIR, resulting in even
better performance.

F Extended Visualization of Attention
Scores

F.1 Attention Patterns in Forward Layers

Here, we present the attention scores of the origi-
nal standard TinyLlama-1.1B across more layers,
as shown in Figure 8. It can be observed that the



Algorithm 1 Model Forward Pass
1: def forward(self, x):
2: # Input: x = (x1, x2, ..., xT)
3: # Output: y = (y1, y2, ..., yT)
4: h = self.embedding(x) ▷ Embed input sequence
5: for i in range(self.num_layers) do
6: mask = self.get_mask(i) ▷ Select mask based on layer ID
7: h_attn = self.transformer_layers[i].attn(h, mask) ▷ Attention layer
8: h_ffn = self.transformer_layers[i].ffn(h_attn) ▷ Feed-forward layer
9: h = h + h_ffn if is_residual else h_ffn ▷ Residual connection

10: end for
11: y = self.output_layer(h) ▷ Generate output sequence
12: return y

model primarily undergoes three phases: In the
first three layers, the attention scores are relatively
uniform. From the fourth to the ninth layer, the
attention scores predominantly focus on the first
token. Starting from the tenth layer, this concen-
tration eases somewhat, yet by the final layer, the
scores remain relatively concentrated.

F.2 Shifting of Attention Sink
We further illustrate the attention scores when more
tokens are masked, as shown in the first two rows of
Figure 9. It can be observed that the model consis-
tently learns a new attention sink at the fourth layer.
In the last row, we present different Sink Masks,
namely MASK0, MASK3, MASK5, and MASK7.
These sink masks can effectively suppress the emer-
gence of attention sink phenomena. The Reverse
Causal Mask can be regarded as a special type of
Sink Mask, which in this case is denoted as MASK9.



(A) (B) (C) (D)
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Figure 8: Visualization of Attention Scores in Different Layers of the Original Standard TinyLlama-1.1B Model

(A) (B) (C) (D)

(E) (F) (G) (H)

(I) (J) (K) (L)

Figure 9: Visualization of Attention Scores with More Tokens Masked Different Sink Mask Variants
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