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⑤ Results

① Overview
• Autoregressive (AT): high latency / good quality

• Non-Autoregressive (NAT): faster inference / 
degraded quality

• TNAD: a new alternative to AT and NAT, in the 
trade-off between efficiency and quality

• Generate a sentence by top-down layer-wise 
expansion of its constituency parse tree

• Generate all elements within a layer in parallel

② Generation Illustration

Each layer is expanded in one step by two operations:  
Branching Prediction (BP) & Node Generation (NG).

BP: Predict branching factors for non-terminals

• If only 1 child node, identify it as a token; otherwise, 
identify them as non-terminals

NG: Predict labels for all new nodes

• Prediction based on node types (token / non-terminal)

To incorporate tree structure information: 
Attention Mask & Attention Bias

Attention Mask: Layer-wise causal attention mask

• Standard causal mask + full attention within the 
same BP / NG block

Attention Bias: Node-distance-based attention bias

• Penalize attention scores by tree nodes distance

③ Generation Process ④  Model Details

• Better performance than NAT 
(higher BLEU / ROUGE score)

• Faster inference than AT 
(higher speedup / fewer Iter)

• Ablation verifies importance 
of tree structure (Trivial Tree), 
tree-node labels (No Label) 
and attention bias (No ALiBi)


	幻灯片 1

