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Abstract—Neural rendering, a transformative approach for
3-D scene reconstruction and rendering, has advanced rapidly
in recent years. This article introduces an energy-efficient neural
rendering coprocessor that implements the popular and widely
used instant neural graphics primitive (Instant-NGP) algorithm.
In particular, we address the challenges of limited resources
for deploying Instant-NGP on edge by proposing a dedicated
architecture, which incorporates three main innovations: 1) we
optimize occupancy grid queries in the ray marching module
by partitioning the grid and decoupling the query process
from sampling point generation, which improves both efficiency
and memory usage; 2) we introduce a bilinked list-based ray
switching strategy, which ensures continuous pipeline utilization
to overcome the inefficiencies caused by sequential processing;
and 3) we optimize the hash encoding process by incorporating
quantization-aware training (QAT), enabling the hash table to
fit into on-chip memory, thereby improving performance on
resource-constrained devices. To demonstrate the effectiveness of
our architecture, we design and fabricate a proof-of-concept chip
using 40-nm CMOS technology and develop a testing system
to evaluate its performance. Measurement results validate the
advantages of the proposed design, showing that our chip achieves
superior energy efficiency compared to both server and edge
graphics processing units (GPUs), as well as other state-of-the-
art neural rendering chip designs.

Index Terms—Coprocessor, energy-efficient, instant neu-
ral graphics primitive (Instant-NGP), neural rendering, ray
marching.

I. INTRODUCTION

RENDERING realistic scenes in virtual environments has
long been a significant challenge across various applica-

tions, including video games, augmented reality (AR), virtual
reality (VR), and other graphics-related fields. For these appli-
cations, rendering has to be performed in real time to ensure
a smooth and immersive user experience. Generally, there are
two widely used rendering techniques, i.e., the rasterization
pipeline and the ray tracing pipeline [1]. The rasterization
graphics pipeline is the cornerstone of real-time rendering,
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which is widely used in many applications such as video
gaming and interactive simulations. This technique involves
decomposing objects into primitives, usually triangles, which
are then rasterized into fragments before applying color. As
rasterization processes each triangle independently and in
parallel, it is highly efficient and well-suited for hardware
acceleration, making it ideal for applications that require high
frame rates and responsiveness. However, such a method fails
to achieve photorealistic rendering quality. Ray tracing, on
the other hand, offers a more realistic rendering approach by
simulating the way light interacts with objects in a scene.
Unlike rasterization that starts from the object’s perspective,
ray tracing begins from the camera’s viewpoint. Rays are
cast from the camera into the scene, tracing their paths as
they encounter surfaces. This method can accurately render
complex optical effects such as reflections and refractions
by tracing secondary rays as they bounce between objects.
Although ray tracing offers high visual fidelity, it is computa-
tionally intensive. As a result, real-time applications have been
limited in their use of ray tracing, especially in edge devices.

Deep learning has recently emerged as a transformative
force in computer graphics, particularly in 3-D object mod-
eling and scene rendering [2], [3]. With the advent of neural
radiance fields (NeRFs) [4], neural volume rendering (NVR)
has rapidly evolved into a prominent method, leveraging deep
neural networks (DNNs) to reconstruct 3-D scenes and provide
photorealistic rendering in an efficient manner. By encoding
scenes and objects within the weights of a DNN, NVR
methods implicitly map input coordinates to certain values
such as color or radiance. Compared to traditional explicit
3-D representations such as polygon meshes, voxels, or point
clouds, implicit neural scene representations are capable of
capturing the details of complex surfaces and shapes in a more
compact manner. However, due to its enormous computational
demands that require a large number of sampling points
and extensive multilayer perceptron (MLP) evaluations, the
original NeRF algorithm could only achieve a rendering speed
of 0.03 frames per second (FPS) at 800× 800 resolution on a
high-end V100 GPU [4].

To accelerate NeRF and its variants, various algorithmic-
level optimizations have been developed [5], [6], [7], [8], [9],
[10], [11], [12], [13], [14]. NSVF [5] employs a sparse voxel
octree structure to bypass empty regions of a scene, signifi-
cantly speeding up the rendering of new views and achieving
a more than tenfold increase in inference speed compared
to vanilla NeRF. DeRF [7] spatially decomposes the scene
and allocates smaller networks to each decomposed space to
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reduce computational load. A similar idea is applied in Kilo-
NeRF [8] to accelerate rendering by replacing a large MLP
with thousands of smaller networks, achieving a 1000-fold
increase in rendering speed. FastNeRF [9] uses GPU caches
to store the relationship between sampling point locations and
the radiance field, substituting network inference computations
for retrieval. PlenOctrees [10] incorporates an octree structure
to store the radiance field to avoid neural network evaluation
and achieves up to 150 FPS at 800 × 800 resolution. While
these methods have succeeded in accelerating NeRF rendering,
they depend heavily on the substantial cache of existing GPUs
for swift neural rendering or require extensive storage space
to save parameters or data structures. Instant neural graphics
primitive (Instant-NGP) [15] employs hash encoding for effi-
cient neural rendering, requiring only 28-MB storage while
achieving higher PSNR and real-time inference. In addition
to these optimization efforts targeting NeRF’s performance,
several studies have integrated explicit 3-D representations
with neural networks to achieve superior rendering quality
and speed. However, the storage requirements of these explicit
3-D model representations remain significant. Taking the most
representative Point-NeRF [16] as an example, Point-NeRF
employs point cloud data as input and utilizes an MLP to
predict the color and density of each point while maintaining
the same rendering pipeline as NeRF. However, the parameters
for a single scene (including both the point cloud and network
weights) can reach up to 72 MB, much larger than Instant-
NGP’s. Moreover, its rendering speed and quality are both
inferior to Instant-NGP.

In addition to algorithmic optimizations, dedicated NVR
accelerators have also been proposed to solve the rendering
efficiency bottleneck. As a pioneering work, ICARUS [17]
introduced the first NeRF accelerator based on the original
NeRF algorithm. However, the massive number of sampling
point computations and the large size of the MLP network
hinder it from achieving real-time rendering. As a follow-
up work, MetaVRain [18], [19] proposed improvements by
exploiting frame-to-frame correlations and storing intermedi-
ate MLP network computations from one frame to reuse in the
next, significantly reducing the computational load. Although
MetaVRain accelerates rendering speed by utilizing informa-
tion between frames, as the rendering resolution increases, a
large amount of intermediate network data needs to be stored.
These data cannot be fully stored in on-chip SRAM and must
be frequently exchanged with double data rate (DDR) memory,
resulting in significant performance overhead. In addition,
when the viewpoint changes rapidly, it becomes difficult to
effectively utilize information between frames, leading to a
further decline in performance.

The proposed coprocessor exhibits even more pronounced
advantages in terms of energy efficiency. Compared to the
Jetson Xavier NX [20], our design consumes 264.14× less
power. In addition, it uses 15.46× less power than MetaVRain,
a significant reduction that underscores the efficiency of our
architecture for power-sensitive applications. This indicates
that our accelerator not only achieves high performance but
does so with minimal energy requirements. In this article,
we first deploy Instant-NGP, on both desktop and edge GPUs

to identify the bottlenecks affecting its rendering speed. Our
analysis revealed that the two most time-consuming stages are:
1) the ray marching module, responsible for generating sample
points and 2) the hash encoding module, which encodes
the information of these sample points. We investigate the
root causes of these bottlenecks and propose corresponding
solutions, which can be summarized as follows.

1) The serial querying of the occupancy grid for each
sampling point causes inefficiency. To address this, we
partition the grid and use multistep ray marching, decou-
pling the grid query from point generation. This reduces
memory overhead and improves query efficiency.

2) The ray marching, encoding, and network computation
modules execute sequentially, and when a ray early
terminates, it stalls the pipeline, reducing overall running
efficiency. We propose a batch processing mechanism
along with a bilinked list-based ray switching strategy
to keep the pipeline active continuously, improving
throughput.

3) Hash encoding is time-consuming, especially on devices
with limited on-chip memory such as Jetson Xavier
NX. We incorporate quantization-aware training (QAT),
enabling the hash table to fit into on-chip mem-
ory, thereby minimizing off-chip memory accesses and
improving performance.

The article is organized as follows. Section II benchmarks
NeRF against Instant-NGP, highlighting the latter’s advantages
and analyzing its hardware bottlenecks across platforms, which
motivates our solutions. Sections III–V elaborate on three
targeted optimization strategies. Section VI presents the uni-
fied accelerator architecture. Section VII validates the design
through silicon measurements and proposes a Multi-MAC
variant, achieving higher throughput and energy efficiency.
Section VIII concludes with research implications.

II. BACKGROUND AND BOTTLENECK ANALYSIS

A. NeRF and Instant-NGP

Fig. 1(a) illustrates the rendering process in the original
NeRF algorithm. For a ray corresponding to the rendering
pixel, 64 sample points are uniformly sampled first, known
as coarse sampling. The coordinate information (x, y, z) and
directional information (θ, φ) of these sampled points are
encoded to high-dimensional vectors through a positional
encoding. The encoded vectors are subsequently processed
by an MLP network to compute the density and color of
each sample point. Following the coarse sampling, the region
with high-density sample points is selected, and 128 addi-
tional points are further sampled within this region, known
as fine sampling. These finely sampled points undergo the
same process as the coarsely sampled points to compute their
corresponding density and color. Finally, the volume rendering
module integrates the density and color values of all 192
sample points (coarse and fine) to generate the final pixel color.

Fig. 1(b) illustrates the rendering pipeline of Instant-NGP.
The improvements over the original NeRF can be summarized
in the following two key aspects.
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Fig. 1. Comparison between the NeRF and Instant-NGP rendering pipeline. (a) NeRF: coarse and fine uniform sampling, positional encoding, and a large
MLP network. (b) Instant-NGP: specialized sampling combined with an occupancy grid, multiresolution hash encoding, and a smaller MLP network.

1) Ray Marching With Early Termination: Instant-NGP
trains a binary occupancy grid for efficient point sam-
pling. For a ray that traverses the binary occupancy grid,
it generates sample points only within valid grids labeled
by 1 s. In addition, when computing the RGB value
of a pixel through volume rendering, the ray marching
process terminates early if the ray’s opacity reaches a
predefined threshold that is close to 1, indicating that
subsequent sample points contribute little to the ray’s
color. These two techniques in Instant-NGP significantly
reduce the computational overhead associated with non-
contributory sample points.

2) Hash Encoding With Smaller MLP: Instant-NGP
replaces the traditional positional encoding used in
NeRF with a multiresolution hash table-based encoding
scheme. First, the eight vertex coordinates of the sam-
pling point’s grid cell are transformed through a hash
function into eight address indices. These indices are
then used to retrieve eight corresponding values from
the hash table. Finally, these values undergo trilinear
interpolation to generate the network’s input features.
This encoding efficiently maps spatial coordinates to
feature vectors stored in a hash table. The hash table
allows the model to store and retrieve high-frequency
details without requiring the MLP to learn these details
implicitly. As a result, the MLP only needs to focus on
blending and interpreting these features, allowing it to be
much smaller and more efficient. This innovation makes
the model more efficient without sacrificing quality.

Fig. 2. Time consumption breakdown for Instant-NGP rendering on RTX
3090Ti and Jetson Xavier NX with total time values for both platforms.

B. Bottleneck Analysis

To identify the bottlenecks in Instant-NGP, we first deploy
the algorithm on a desktop GPU, the NVIDIA RTX 3090 Ti.
The time consumption breakdown is illustrated in Fig. 2. As
shown, the ray marching and hash encoding modules account
for approximately 70% of the total time consumption. We also
deploy the same algorithm on an NVIDIA edge GPU, the
Jetson Xavier NX, where the time consumption of the hash
encoding module increases to 42.09%. These bottlenecks can
be attributed to the following three main factors.
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1) Occupancy Grid Queries: In ray marching, each time a
ray enters a new occupancy grid, the grid value is queried
to determine the validity of the sampling point. The tight
coupling between sampling point generation and occupancy
grid queries creates a dependence, forcing each grid query
to finish before the next sampling point can be generated. In
addition, traversing empty regions causes further delays and
degrades throughput. The core issue lies in the need to query
the occupancy grid for every sampling point.

2) Hash Encoding: As illustrated in Fig. 2, the hash
encoding module accounts for a significant portion of total
processing time. In particular, the time spent on the hash
encoding exceeds nearly half of the total on edge devices.
For further investigation, we measure the L1 and L2 cache
hit rates. Our findings reveal that the Jetson Xavier NX,
constrained by its limited on-chip SRAM resources, heavily
depends on interactions with external DDR memory, resulting
in significant delays. Specifically, the L1 cache hit rate on
the Jetson Xavier NX is 64.05%, and the L2 cache hit rate
is 32.98%. In comparison, the RTX3090Ti achieves L1 and
L2 cache hit rates of 83.81% and 71.89%, respectively. This
observation is further corroborated by the experiments in
[21], which also emphasize the substantial performance impact
of frequent DDR accesses on devices with limited on-chip
memory resources.

3) Sequential Processing: In the original implementation,
the ray marching, encoding, and network computation mod-
ules operate sequentially. Each sampling point must be fully
processed before the ray advances to query the occupancy grid.
This approach introduces inefficiencies, as it leaves other mod-
ules idle during processing, resulting in suboptimal utilization
of system resources and diminished overall performance.

C. Proposed Solutions

To address the bottlenecks mentioned above, we propose the
following three solutions, each targeting a specific problem.

1) Multistep Advance-Based Ray Marching With Optimized
Occupancy Grid Queries: In the ray marching module,
a major bottleneck is the time required to access the
occupancy grid for each sampling point to verify its
validity. To address this, we partition the occupancy
grid based on spatial structure, enabling adjacent lookup
requests to be completed within the same cycle. In addi-
tion, by employing a multistep advanced-based ray
marching strategy for a single ray within one cycle, we
achieve both efficient and rapid ray traversal. Moreover,
we decouple the occupancy grid query process from
sampling point generation. The entire scene is quickly
traversed to query the occupancy grid, compressing the
results into a representation of nonempty interval areas.
This representation records only the start and end points
of valid areas, significantly reducing memory overhead
compared to storing the coordinates of all sampling
points. The compressed data are then integrated with a
doubly linked list-based ray state management system,
dynamically generating sampling points for active rays
within a single cycle, ensuring full utilization of the
sampling point processing pipeline.

Fig. 3. Core concept of the proposed multistep ray marching, enabling
multistep ray processing within a single cycle. Only the first sample point
that enters the grid generates a lookup request, and the results are divided
into four categories.

2) Optimized Hash Encoding With Limited On-Chip Mem-
ory: To mitigate the hash encoding bottleneck, partic-
ularly on resource-constrained edge devices, we reduce
the upper limit of the hash table to fit entirely within
the on-chip SRAM. This eliminates the need for fre-
quent external DDR memory accesses and significantly
reduces latency. We also applied QAT to lower the bit
width of the hash table. This further reduces storage
requirements, allowing the hash table to operate effi-
ciently within the available SRAM without significantly
affecting rendering quality.

3) Batch Processing With Bilinked List-Based Ray Switch-
ing Strategy: To address the inefficiencies caused by
sequential ray marching, we introduce batch processing
with a bilinked list-based ray switching strategy. Instead
of processing a single ray continuously, rays are pro-
cessed in batches, generating sampling points in turn.
Once a sampling point is passed to subsequent modules
for processing, the ray marching module switches to
another ray to step forward. This approach ensures
that the pipeline remains active, even when some rays
terminate early. In addition, we use a bilinked list-
based ray switching strategy to dynamically manage
active rays, storing the indices of the previous and next
active rays for efficient updates. This design enables
seamless pipelined execution and minimizes idle time
in the pipeline.

By implementing the above solutions, we achieve substan-
tial improvements in pipeline efficiency, memory utilization,
and overall system performance while maintaining high ren-
dering quality.

III. MULTISTEP ADVANCE-BASED RAY MARCHING WITH
MULTIBLOCK OCCUPANCY GRID

Fig. 3 illustrates the core design of the ray marching module,
enabling multistep ray processing within a single cycle. A
query request is triggered only when the first sample point
enters a new density grid, while subsequent points are skipped.
Sample points are categorized into four types based on query
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Fig. 4. Architecture of the proposed multistep ray marching module, along
with the implementation details for density grid access requests’ generation.

validity, with only the “first valid point” (start) and the point
before the “first invalid point” (end) being recorded and stored.

A. Multistep Ray Marching

Fig. 4 shows multistep ray marching implementation and
density grid access request generation. This unit computes
multiple adjacent sample points in parallel using multiply-
add units, with the starting point updated next cycle. Ray
lengths are computed alongside sample coordinates to check
if a point exits the axis-aligned bounding box (AABB), termi-
nating computation if so. In our implementation, we choose
to process 16 steps in parallel to match the sampling point
generation speed of the ray stepping module with the process-
ing speed of the subsequent sample point processing module.
This configuration ensures that the system operates efficiently
without overloading the hardware. Increasing the number of
parallel steps beyond 16 results in minimal performance gains
and only leads to increased hardware consumption.

After computing coordinates of adjacent sample points, bit
shifting and truncation derive their spatial occupancy grid
indices, which query grid memory to check valid samples. To
avoid redundancy, queries are triggered only when adjacent
indices differ, ensuring a single access per cell. This reduces
unnecessary memory access and boosts ray tracing efficiency.

In the proposed multistep ray marching, the number of
access requests generated per cycle may vary. To manage
this variability, we introduce a density grid assess dispatcher,

Fig. 5. Specialized multiblock density grid bitmap in 2-D space and a
corresponding diagram illustrating maximum queries handled in the worst
case scenario.

as shown in Fig. 4, to improve the utilization of subsequent
occupancy grid access units and minimize pipeline stalls. The
dispatcher collects valid query indices from adjacent sampling
points and forward as many queries as possible to the back-
end pipeline. If the number of queries exceeds the back end’s
processing capacity, surplus requests are temporarily stored
and combined with new requests in the next cycle. If the total
number of requests in a cycle, including those temporarily
stored in the buffer, exceeds 8, the pipeline will stall for one
cycle. However, this scenario occurs with a probability of only
0.003% when processing 16 steps each cycle.

To enable parallel processing of multiple adjacent queries,
we use Morton encoding to store the spatial density grid
bitmap in multiply blocks. The transformed address is divided
into three segments: the low segment identifies a specific bit
within a word in the SRAM, the middle segment selects a
block across multiple SRAMs, and the high segment indexes
different words within a single SRAM. Fig. 5 shows the
specialized multiblock density grid bitmap in 2-D space and
a corresponding diagram illustrating the maximum queries
handled in the worst case scenario. Blocks of the same color
are stored within the same SRAM, with each color block
containing 64 density grid bits. In the worst case scenario,
a ray progresses along one axis, beginning with a query at
the edge of one color block, followed by four queries in an
adjacent block. If a sixth block query is needed, it would
conflict with the first block’s query. To avoid such conflicts, we
instantiated five density grid access units in hardware, enabling
conflict-free density grid queries each cycle. This organization
ensures that the target data for adjacent queries up to a certain
number, i.e., either reside within the same word of a specific
SRAM or span different SRAMs, effectively avoiding bank
conflicts within the memory.

Since the density grid serves as a filter for sampling points,
a coarser-grained density grid would lead to an increased
number of sampled points, thereby slowing down rendering
speed, while affecting final rendering quality slightly. Table I
evaluates the impact of different density grid sizes on PSNR,
the number of sampled points, and memory consumption. The
results indicate that while larger grid densities improve PSNR
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TABLE I
PSNR, THE NUMBER OF SAMPLED POINTS, AND MEMORY CONSUMPTION

WITH DIFFERENT DENSITY GRID SIZES

Fig. 6. Detailed architecture of the NEAC, which facilitates querying the
density grid and retrieving sample point data.

and reduce computation time, they require exponentially more
memory. At size 2563 (versus 1283), the PSNR/computation
benefits diminish, while memory reaches 2 MB. Therefore,
considering the tradeoff among computational cost, memory
consumption, and PSNR, we adopt the same size as in the
original Instant-NGP: 1283.

B. Nonempty Interval Ray Presentation

Direct sample point generation and processing cause delays
as density grid queries disrupt the continuous generation of
sampling points, causing downstream stalls. Storing all points
incurs high overhead, especially for terminated noncontribut-
ing points. Our solution records only interval start/end areas,
ensuring fast regeneration while saving storage. This strategy
seamlessly integrates with batch-processing sample point pro-
cessing module, enabling efficient sequential-to-parallel ray
processing transition.

As illustrated in Fig. 6, the detailed architecture of the
nonempty area collector (NEAC) implements the proposed
nonempty interval ray representation for querying the density
grid and retrieving sampling point data. The results of empty
and nonempty queries form a binary sequence, where the
nonempty interval collector identifies edges in the sequence
and represents the nonempty intervals using the ray lengths of
their start and end points. After completing the density grid
queries, it is essential to store information about valid sample
points along each ray for subsequent encoding and neural
network computations. To optimize memory usage, the spatial
range representing the distribution of valid sample points along
each ray is stored, rather than the coordinates of individual
sample points. Specifically, the starting and ending ray lengths
of these intervals are used to indicate the spatial range of valid
sample points. Since the number of intervals per ray may vary,
a dynamic storage approach is adopted. Instead of allocating
fixed-size storage for each ray, interval data are efficiently
organized in memory, with a dedicated memory block assigned
to record the start and end addresses of the interval data for
each ray.

C. Filtered Occupied Grid

Fig. 7(a) illustrates the density grid of the LEGO dataset
[4], which is utilized for ray marching and provides a partial
representation of the scene’s 3-D features. Notably, fog-like
regions appear around the scene. Sample points within these
regions, after processing through the density network, yield
very low densities (below 0.01), thereby contributing negligi-
bly to the final RGB values of the pixels.

The presence of these fog-like areas can cause rays passing
through them to be erroneously identified as valid, increasing
the computation of ineffective sample points. For rays travers-
ing these regions before reaching actual scene elements, this
leads to the premature accumulation of a substantial number
of ineffective sample points.

To address this issue, a preprocessing step is applied to
the density grid to eliminate fog-like areas. Grid cells with
values below a fixed threshold are filtered out, as illustrated
in Fig. 7(b). This reduction has minimal impact on the final
rendering quality, resulting in only a 0.01 decrease in PSNR.
By filtering these grids, the number of valid ray evaluations is
reduced by 3.8%, and sample point computations are reduced
by 1.79%, thereby enhancing overall rendering efficiency
without compromising image quality.

With the filtering of the density grid, it is no longer
necessary for rays to traverse the entire original bounding
box, which would consume considerable time stepping through
empty, noninformative regions. To optimize this process, we
define a new AABB based on the valid regions within the
filtered density grid. As illustrated in Fig. 7(c), the AABB
allows most rays to traverse only within the relevant region,
from T ′s to T ′e, rather than across the full bounding box from
Ts to Te. Rays that do not intersect with the AABB can be
identified as invalid, thus avoiding unnecessary computation.
This approach accelerates the ray marching module by an
average of 117.4%.

IV. BATCH PROCESSING WITH A BILINKED LIST-BASED
RAY SWITCHING STRATEGY

To improve sequential ray marching efficiency, we imple-
ment batch processing using nonempty interval ray represen-
tation. It processes rays in batches, sequentially generating
all sampling points by accessing nonempty interval memory.
After sending a point for processing, the module instantly
switches to the next active ray.

To manage active rays within a batch, we implement
a bilinked list-based ray switching strategy. This structure
records the status of all rays in the batch, storing the indices of
the previous and next active rays to enable efficient updates.
This dynamic management ensures that terminated rays are
quickly removed from the active list, allowing the pipeline to
remain active even when some rays finish early.

By combining the nonempty interval representation and the
bilinked list-based management, our design achieves seamless
pipelined execution, minimizing idle time in the pipeline and
ensuring efficient utilization of computational resources. This
approach enables consistent and rapid generation of sampling
points while maintaining the flexibility needed for dynamic
ray processing.
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Fig. 7. Illustration of the proposed density grid filtering utilizing the LEGO dataset. (a) Raw density grid. (b) Filtered density grid. (c) New AABB box with
decreased ray marching range.

Fig. 8. Detailed architecture of the SPGU. The SPG employs a bilinked
list to rapidly identify the next ray that has not been terminated early.
It subsequently retrieves the corresponding ts and te information from the
nonempty memory to efficiently generate the next valid sampling point for
that ray. In the bilinked list structure, the smaller number in the middle of
each node represents the unique identifier of the current ray. The number at
the top indicates the identifier of the next connected ray, while the bottom
number indicates the identifier of the previously connected ray, establishing
bidirectional references. In addition, black signifies that the ray is still alive,
whereas gray signifies that the ray is terminated.

Fig. 8 shows the detailed architecture of the sample point
generation unit (SPGU), which includes a 20-kB nonempty
area memory (NEMEM), a bilinked list-based ray batch tra-
verser, and a sample point generator (SPG). In this setup, each
element in the traverser represents a ray and is connected to
its preceding and succeeding active rays via the bilinked list.
The SPG uses the bilinked list to determine which ray requires
a sample point and accesses the 20-kB NEMEM. By utilizing
the prestored camera coordinates, ray directions, and the real-
time step distance, the system can directly compute the sample
points within a single cycle. When the volume rendering unit
(VRU) sends an early termination signal, the bilinked list is

immediately updated to ensure that all subsequent sampling
points are generated only from active rays. The bottom right
part of Fig. 8 shows how the bilinked list is updated when
Ray 126 is early terminated.

The combination of a bilinked list-based ray switching
strategy and batch processing significantly enhances over-
all pipeline efficiency. Depending on the configuration of
downstream computational resources, which influences the
latency of processing sampling points, this approach reduces
the number of invalid sampling point computations by
32.14%–44.12% compared to serial processing of individual
rays.

V. OPTIMIZED HASH ENCODING

In Instant-NGP, the hash table occupies a large portion of
on-chip storage. When set to 219 with a 16-bit half-precision
floating-point number (FP16), a scene requires 25 MB, far
exceeding the SRAM capacity of edge devices and resulting
in frequent DDR interactions, which inevitably introduces
latency. To address this, we reduced the hash table size to
fit within the available SRAM, minimizing DDR access and
latency. Quantization has proven to be an effective method for
simplifying neural model computations [22], [23]. However,
as the encoding unit for positional and directional data, the
hash table size is crucial to rendering quality. Therefore, we
applied QAT to reduce the hash table bit width, lowering
storage requirements while preserving rendering quality. This
section analyzes the impact of quantization and hash table size
reduction to minimize on-chip SRAM usage while maintaining
rendering quality.

To balance the size of on-chip hash storage, we perform
experiments on different hash table sizes to examine their
impact on the final rendering quality. The average PSNR
versus hash size versus hash memory cost results are presented
in Fig. 9. As we can see, the rendering quality measured in
PSNR, as well as the memory cost, rises with the increase
in the hash table size. The benefit of a larger hash table
size slows down when it is larger than 217, while the table
size increases exponentially. A hash table size of 216 offers
a balanced choice, while 217 provides a better option if
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Fig. 9. Comparison of hash memory cost and rendering quality (PSNR)
across different hash table sizes using FP16. The selected hash table size is
highlighted by a red dashed bounding box.

Fig. 10. Hash memory cost and rendering quality (PSNR) with varying hash
value quantization bit widths using 216 hash table size. The selected hash
value quantization bit widths are highlighted by a red dashed bounding box.

additional silicon area is available for a larger table size. In
our chip implementation, we employ a table of 216 due to the
limited chip size, while it is straightforward to extend to a
larger table.

In addition, we apply quantization to the hash values to
further reduce the table size. Fig. 10 presents the PSNR and
memory cost for various quantization bit widths. Although
hash storage requirements increase linearly with quantization
bit width, PSNR gains slow down considerably after four
bits, with minimal improvement beyond six bits. In our chip
implementation, we select a 4-bit quantization for the hash
values. However, notably, rendering quality can be further
enhanced by increasing the hash table size and using more
bits for quantization at the cost of silicon area.

To enhance reconstruction and rendering quality, we
integrate QAT into our neural modeling process. Unlike post-
training quantization (PTQ), QAT incorporates quantization
directly within the training phase, allowing the model to adapt
to reduced precision as it learns. Specifically, we simulate
fixed-point computation by constraining the numerical range

Fig. 11. Rendering quality comparison of different quantization methods.

and precision of model parameters. The average PSNR results
corresponding to different quantization bit widths are also
presented in Fig. 10. As can be seen, the model using the
QAT method shows an improvement in PSNR compared to
the PTQ method when being quantized to low bits while
maintaining the same hash table size and bit width. In addition,
we evaluate and compare PSNR and model size across various
quantization methods, as shown in Fig. 11. The QAT method
renders more realistic details in the image, particularly in the
shadow areas and the reflective surface areas, whereas the PTQ
results exhibit noticeable rendering errors with incorrect pixel
details in certain areas.

VI. OVERALL CHIP ARCHITECTURE

Based on the three strategies outlined above, we propose
an Instant-NGP-based NVR coprocessor, which has been
fabricated using 40-nm CMOS technology to verify the feasi-
bility and real-world power consumption of the entire system.
Fig. 12 illustrates the overall architecture of the proposed
coprocessor, which includes a top controller, a ray marching
unit (RMU), an SPGU, an encoder, an MLP engine, and a
VRU. The end-to-end data flow is shown in Fig. 13.

The RMU consists of a density grid traverser (DGT), an
NEAC, and a density grid memory (DMEM). This module
is crucial for determining which parts of the scene require
processing based on ray activity. The DGT performs ray
marching through the density grid, using stepwise sampling
to assess the validity of the ray. For valid rays, the NEAC
identifies nonempty areas that are then stored in the NEMEM
within the SPGU.

The SPGU generates positional and directional data for each
sample point along valid rays. Fig. 14 illustrates the detailed
structures of the encoder and the MLP engine. The encoder
processes the coordinates and directional information of these
sample points, with the high-dimensional encoded data passed
to the MLP engine to compute density and color features. The
encoder separately encodes the coordinate and directional data,
enabling the MLP engine to utilize both to derive the required
density and color features. The neural network employs a five-
layer MLP architecture consisting of two density layers (32→
64 → 16) and three color layers (32 → 64 → 64 → 3).
Due to process limitations and on-chip area constraints, the
MLP engine deploys a small matrix computation resource: an
MAC Array 0 consisting of 32 × 32 PEs and an MAC Array
1 consisting of 64 × 3 PEs.
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Fig. 12. Overall architecture of the proposed Instant-NGP-based NVR coprocessor.

Fig. 13. System-level data flow: off-chip density grid filtering and QAT
quantization with parameters stored in on-chip SRAM, taking camera data
as input and outputting rendered RGB results.

Fig. 14. Detailed structures of the encoder and the MLP engine.

Finally, the features from multiple sample points along a
ray are sent to the VRU to compute the final red, green, blue,

Fig. 15. Chip micrograph.

and alpha (RGBA) values for that ray. Once the RGBA values
are generated, an early termination signal is sent back to the
SPGU, halting further sample point generation for that ray.

VII. CHIP MEASUREMENT RESULTS

In this section, we summarize the measurement results of
the prototype chip and the comparison with state-of-the-art
designs. We also present the rendering quality results both
quantitatively, in terms of PSNR, and visually. Our prototype
chip was fabricated using 40-nm CMOS technology, featuring
a die area of 3 × 4.1 mm2 with a total of 1.31-MB SRAM
integrated. The micrograph of the chip is shown in Fig. 15.

A. Chip Measurement Platform Setup

To evaluate our chip, we developed a testing platform
comprising a user-friendly desktop computer and an Altera
HAN Pilot FPGA board with an FPGA mezzanine connec-
tor (FMC) interface, enabling efficient communication with
the chip, as illustrated in Fig. 16. The computer connects
to the FPGA board via a PCIe interface. The parameters of the
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Fig. 16. Setup of the chip testing platform.

TABLE II
SPECIFICATIONS AND CHIP MEASUREMENT RESULTS

neural model (implicitly representing the 3-D scenes) and the
viewing direction & position are updated from the computer
to the FPGA. These data are further transmitted to the neural
rendering chip through the FMC interface. The DDR memory
within the FPGA board is used to temporarily store the data
from the computer and our neural rendering chip. The system
is controlled by the commands from the host computer, which
are transmitted through the same link as the viewing direction
& position. The rendering results are collected by the FPGA
board and then sent to the host computer for further display
and analysis.

B. Measurement and Comparison Results

Table II summarizes the performance of our chip. It was
fabricated using 40-nm CMOS technology and occupies a core
area of 12.3 mm2 with 1.31-MB on-chip SRAM. Given the
varying resolutions across different studies, we use pixels per
second as the metric for throughput evaluation to ensure fair
comparison. Based on throughput and power data collected
from the testing platform, we calculate the energy consump-
tion per rendered pixel. Operating at a clock frequency of
100 MHz, our chip consumes 78.3 mW of power, achieving
a throughput of 2.6 Mpixels/s and an energy efficiency of
30.5 nJ/pixel.

To comprehensively evaluate our design, we selected a GPU
implementation and dedicated neural rendering coprocessors
for fair comparison. This includes Instant-NGP implementa-
tions on the edge platform NVIDIA Jetson Xavier NX and two
state-of-the-art neural rendering chips, MetaVRain [18], [19]

and NeuGPU [25], [26]. We select dedicated neural rendering
coprocessors with available chip measurement data as refer-
ence to ensure a fair comparison. Table III summarizes the
comparison results, which indicates that the proposed neural
rendering coprocessor outperforms both the Jetson Xavier NX
and MetaVRain in rendering throughput and energy efficiency.
Specifically, our coprocessor achieves a 1.38× improvement in
rendering throughput over the Jetson Xavier NX and a notable
3.16× speedup compared to MetaVRain. This substantial
increase in rendering speed demonstrates our coprocessor’s
capacity to handle high-performance rendering tasks more
efficiently than other edge solutions, making it well-suited for
real-time applications.

The proposed coprocessor exhibits even more pronounced
advantages in terms of energy efficiency. Compared to the
Jetson Xavier NX, our design consumes 264.14× less power.
In addition, it uses 15.46× less power than MetaVRain, a
significant reduction that underscores the efficiency of our
architecture for power-sensitive applications. This indicates
that our accelerator not only achieves high performance but
does so with minimal energy requirements. To facilitate fair
comparisons with other neural rendering accelerators fabri-
cated using more advanced 28-nm CMOS technology, we
normalized our results from the 40-nm process to the 28-nm
process using the scaling factors for technology nodes pro-
posed in [28]. However, after normalization to the 28-nm
process, although the energy required to render each pixel is
close to that of the state-of-the-art NeuGPU, there is a small
difference in energy per pixel and a big gap in throughput
between our chip and the NeuGPU, which is due to the lim-
itations in chip process and area during the tape-out process.
In the tape-out version of the chip, the MLP engine only
includes a single MAC Array 0, leading to insufficient com-
putational resources and becoming a bottleneck, thus reducing
throughput. On the other hand, other state-of-the-art NVR
designs, MetaVRain, NeuGPU, and Hi-NeRF [27], are based
on 28-nm processes and have sufficient on-chip area to deploy
more computational resources. As accelerator architectures
based on Instant-NGP, NeuGPU implements 16 S 3 cores,
each containing 16 MAC trees (16 units per tree), while Hi-
NeRF deploys 32 rendering cores with each core integrating
48 discrete MAC units and 32 MAC trees (eight units per
tree). In contrast, our single-MAC system incorporates only
one 32 × 32 MAC Array 0 and one 64 × 3 MAC Array 1.
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TABLE III
COMPARISON OF PERFORMANCE ACROSS VARIOUS NEURAL RENDERING DESIGNS AND IMPLEMENTATIONS

To address the limitation, we expanded the MAC Array 0
in the system to ten units, ensuring that the MLP computation
component no longer acts as the throughput bottleneck of the
system. To align with increased compute power, we expanded
ray marching steps to 32, density grid bits for each density grid
block to 512, density grid accesses to 9, and the dispatcher’s
buffers to 7—ensuring single-cycle processing of 32 steps.
Using the simulation data based on a 40-nm CMOS process,
we simulate the throughput, power consumption, and area
for this revised multi-MAC system version. In addition, we
also normalized the chip test and simulation data to the
28-nm CMOS process by scaling factors across technology
nodes. Here, we have also included additional state-of-the-art
NVR accelerators for comparison with our design, which only
include simulation results. The comparison results are also
shown in Table III. As can be seen, although power consump-
tion increases greatly, the multi-MAC version outperforms
the single-mac version in both throughput and energy per
pixel—achieving 13.81× higher throughput while maintaining
only 0.77× energy per pixel. Compared to the state-of-the-art
Hi-NeRF, which is also based on Instant-NGP, our multi-
MAC version’s throughput is slightly lower, mainly due to our
lower frequency and on-chip area. However, in terms of energy
per pixel, our performance, based on 40-nm data, reaches
92.4% of Hi-NeRF’s efficiency. When normalized to the same
28-nm process, our energy consumption is only 61.7% of
Hi-NeRFs. While maintaining nearly identical energy-per-
pixel efficiency, our design achieves 46.2% of NeuGPU’s
throughput using only 35.85% of its hardware resources. The
single-mac version, with its ultralow power consumption, suits
power-sensitive but throughput-tolerant applications such as
medical devices, whereas the multi-MAC version, excelling
in throughput and energy efficiency, is ideal for mainstream
edge computing scenarios.

Fig. 17 demonstrates the speedup effects of various pro-
posed techniques on system performance. Both single-MAC
and multi-MAC systems gain significant performance boosts
from multistep ray marching, batch processing, and density
grid filtering.

Fig. 17. Performance speedup analysis of proposed optimization techniques
(multistep ray marching, batch processing, and density grid filtering) relative
to the baseline (no optimizations) in both single-MAC and multi-MAC
systems.

Fig. 18. Visualization and comparison of rendering quality.

In alignment with other studies on neural rendering copro-
cessor design, we evaluated our test chip using the commonly
used NeRF synthesis dataset [4]. For each scene, we conducted
tests on multiple viewpoints and computed the average PSNR
value. Fig. 18 presents a visual comparison of the rendering
results of our chip with that of the GPU results and the ground
truth (GT), while Table IV provides the individual PSNR
values and the averaged one across different scenes. Our ren-
dering quality achieves an average PSNR of 31.84 compared
to the GT. Furthermore, the visual comparison presented in
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TABLE IV

PSNR RESULTS ACROSS DIFFERENT SCENES

Fig. 18 illustrates that our chip produces exceptionally high
rendering quality, with virtually no discernible differences
from the results obtained using GPUs.

VIII. CONCLUSION

In this work, we present an energy-efficient coprocessor
designed for Instant-NGP, a state-of-the-art neural rendering
method. Our design introduces three key innovations.

1) We optimize occupancy grid queries in ray marching
by partitioning the grid and decoupling the query pro-
cess from sampling point generation, improving both
efficiency and memory utilization.

2) We propose a batch processing strategy with a bilinked
list-based ray switching mechanism, ensuring continu-
ous pipeline utilization and overcoming the inefficiencies
of sequential processing.

3) We enhance hash encoding by fitting the hash table into
on-chip SRAM and applying QAT, reducing memory
access latency and improving performance on resource-
constrained platforms. To validate our design, we
implemented and fabricated a 40-nm CMOS prototype
chip. We also expanded the computational resources and
conducted simulations to enable fair comparisons with
existing designs. Experimental results demonstrate sig-
nificant improvements in energy efficiency over GPUs,
as well as state-of-the-art neural rendering accelerators.
These results highlight our accelerator’s ability to deliver
high-throughput, low-power neural rendering, paving
the way for real-time, high-quality rendering on edge
devices.
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